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ABSTRACT

This work is directed towards a stUudy of full<slice: =
- or "wafer-scale integrated" - semiconbuctor memohﬁ“*bﬁim”zi
Previous’ approaches to full slice technology are studied K
and critically compared. It is shown that a.faultitolerant,
fixed-intercomnection approach offers many advantages; such
a technique forms the basis of the experimental work. The
disadvantages of the conventional technology are reviewed to
illustrate the potential improvements in c¢ost, packing
density and reliability obtainable with wafer-scale
integration (W.S.I).

Iterative chip arrays are modelled by a pseudorandom
fault distribution; algorithms to control the linking of
adjacent good-chips into linear chains are proposed and
investigated by computer simulatien. It is demonstrated
that long chains may be produced at practicable yield levels.
The on-chip control circuitry and the external control
electronics required to implement one . particular algorithm
are described in relation to a TTL simulation of an array
of 4 X 4 integrated c¢ircuit chips. A layout of the on-chip
control logic is shown to require (in 4¢ dynamic MOS
circuitry) an area equivalent to ~ 250 shift register
stages - a reasonable . overhead on large memories.

Structures are proposed to extend the fixed-
interconnection, fault-tolerant concept to parallel/serial
organised memory - covering RAM, ROM and Associative Memory
applications requiring up to ~ 2M bits of storage. Potential
problem areas in implementing W.S.I are discussed.and it is
concluded that current technology is capable of manufacturing
such devices. A detailed cost comparison of the conventional
and W.8,I approaches to large serial memories ijillustrates
the potential savings avallable with wafer-scale integration.

The problem of gaining industrial acceptance for W.S.I
is discussed in relation' to known and anticipated views. of
new technology. The thesis concludes with suggestions for
further work in the general field of wafer-scale integration.
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GLOSSARY

As some of the terms used in this work have different
interpretations in other fields, their meanings in this
thesis are now defined. '

CHIP. The circuit element step-and-repeated in the .
iterative W.S.I array - equivalent to the (unscribed) chip
of the conventional technology.

CHIP A. The W.S.I chip of the serial memory approach of (10).
It contains a serial shift register for data storage and the
contrgl logic required to detect and 1mplement externally
applied commands,

CHIP Z. The external control electronics which governs
the generation of a chain of chips in (10).

FATILURE TOLERANCE, The capability of automatic
reconfiguration as an apparently perfect device in the event
of chip failure during operation.

FAST LINE., The data line which bypasses all serial shift
registers in the chain of chips described in Section 3.4%.2.

FAULT TOLERANCE. The capability of bypassing faulty chips
during initial commissioning of the memory, but not having
the ability Tor automatic reconflguratlon in the event of

a chip failure during use.

GRACEFUL DEGRADATION, An attribute of failure-tolerant
devicdes; after chip failure the memory will reconfigure fo
either its original specification or a downgraded function
dependent on the. number and/or distribution of redundant
chips on the wafer,

SLOW LINE. The data line which passes through all
"barrelling" shift registers in the chain of chips described
in Section 3.4.2,

SOFTIWIRING, The routing of signals by means of logic
gating, thus enabling the selection of various data paths
under external control when using a flxed-lnteroonnectlon
metallisation pattern., : .

SPIRAL. The linear chain of connected chips configured
in the iterative array by Chip Z,.



INTRODUCTION

Wafer-scale integration (W.S.I) is an alternative
technology which may be applied to certain types of semi-
conductor device: to create full-slice arrays. It is
particularly suited to circuits having a high degree of
rqgu;arity and which will benefit in the areas of cost,
packing density and reliability from the considerable
increase in device complexity which,as will be seen, are
afforded by this approach. It will be shown that certain
classes of semiconrductor memory are ideal candidates for
wafer-scale integratiqn, both serial and parallel access
structures being compatible'with'the technology. Although
other potential application areas such as analogue to
digital converters.are identified, the présent work is
restricted in scope to a consideration of the wafer-scale
integration of semiconductor memory.
| _ The work described in this thesis commenced in May
1975 as a ﬁépartment of Industry ACTP (Advanced Computer
Techﬁology Project) contract to investigate the technical
feasibility and commercial viability of a novel type of
semiconductor memory. Thisiconcept,first described by
Cattlot represented a new approach to full-slice technology.
The essential feature of this invention - more fully
described in Chapter 3 - ;as the capability of linking
together, under external control, many of the godd chips on
a wafer without requiring a customised interconnection layer
and without any prior knowledge of which chips were good

and which were faulty.
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The experiﬁental.&ofk of’ Chapter 4 and the computer
simulatibns_of Chapter 5 deyeloped from the outline in the
patent specification®®. Catt was regularly consulted
especially in the eafiy stages. Several potential problem
areas had been suggested during.his discussions with workers
in the integrqted circuit industry and elsewhere; these
were to be investigated, together Qith any others which

might be identified, as part of the assessment of technical

.

feasibility. ‘They are examined in Chapter 6.

Oqce the basic con;ept of the invention had been
gfasped it was then possible to relate this design to
earlier techniques gimed at selectively intercbnnecting chips
to form very large memory structures on a silicon wafer.
Tpese were studied as part of the literat&;e survey of Chapter
2 and it was then possible to establish the general principles
pf wafér—scale integration, as developed in Section 3.3, It
will be seen that certain structures based on a fault-
tolerant, fixed interconnection approach to W.3.I. offer
the advantage of being reconfigurable as appareﬁtly perfect
devices in the event of I1imited failure of part of their
structure during operation. The serial memory here
investigated has this property.

The major problem associated with this study was known
from the outset; the likely prohibitive cost of developing
a prototype package and assembly techniques to house any
. completed wafer-scale integrafed devices would almost
ceftainly preclude the manufacture of full-scale working

samples. The assessment of technical feasibility was



therefore directed towards a study of the likely problem
areas of this design and full slice technology generally,
reinforcing this with experimental work where practicable
and appropriate. - The major areas of practical work in this
respect have been to verify a proposed logic design, to .
assess the problems of implementing this as on-slice control
circuitry and to propose algorithms and investigate their
-afficiency and yield réduirements for the intercomnnection

of the good chips on flawed wafers. Aspects of the work
which have, of necessity, remained more theoretical in
nature include an assessment of commercial viability of the-
proposed arrays, a design study of suitable packages and a
consideration of potential problem areas.ﬁperhaps new to

the technology) specific to fault-tolerant,fixed inter-

connection approaches to Wafer-Scale integration.



LITERATURE SURVEY

This chapter commences with a brief survey of funda-

mental limits on W.S.I technology imposed by gate power

dissipation, The rest of the chapter is directed specifiéally

towards a study of approaches to full slice technology.

Other aspects of the general field of memory devices
are discussed at appropriate points in this work; these
studies are by no means an exhaustive treatment but are
selective with relevance to the main theme of this thesis.
No attempt has been made either to compare the many

technologies available for semiconductor memory devices or

.to consider in detadl the suitability of each for wafer-

scale integration. Fach major technology now has its own
extensive litefature - for example the 26éfpapers an
charge~coupled dévices listed by Agajanian'. The major
fechnologies available:prior to 1§72 are discussed (with
reprints aof selected papers) by Hodgeé‘s. Wilcock™ * hés
recently reviewed the currently available semiconductor .

memary device types.

2.1 POWER AND SPEED LIMITSJFOR W.S5.T.

Technigues for removing heat dissipated in W.S.TI.
memories are discussed in Section 6.7.4. it will be seen
that, in view of the large size (> 1M bit) anticipated for
W,.5.T. arrays,it will Ee necessary ta utilise a 1low powerl

dissipation circuit technolagy. Rather than attempt to

" consider the power requirements and attendant noise

limitétions of the various technclogies, this section attempts
to indicate the areas of importance and provide an entry

point to this literature.
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Substantial improvements of circuit technology -
e.g. the advent of Integrated Injection logic (I°L) and
Complementary Metal-Oxide-Semiconductor logic (CMOS) have
reduced gate sizes and power-delay products to levels
which, while still generally far short of fundamental limits,

represent vast advances on the mass-production capabilities

of a decade ago. Steim 2

notes that the energy required per
logical operation has been reduced over the iast 25 yeais by
nine orders of magnitude., Fig.2.1, rep?oduced from this
paper, shows that the best "minimum energ& per logical
.oﬁeration“ achievable with current CMOS designs is still
more than two ordere of magnitude greater than the limitation. .
imposed by an (arbitrary) maximum permissible noise-induced
error rate of 107t° (1 error per year wit£f300 elementary
operations per nanosecond).

This diagram also illustrates the drastic increase in
power delay product as gate delays are reduced to ~1ns in
practical devices. This suggests that ultra-fast W.S.T
vRAMs of multi-megabit capacity will require quite -
impracticable power levels with existing circuit technology.
This problem is further exemplified by the characteristics
of 10ns ECL RAM's predicted for 1981 by Herndon et.al.?®

\
Here it is suggested that 4096-bit ECL RAMs of < 10ns access
time will be available on 11,000 sq.thou. chips of 1w
dissipation. 500 such chips could be formed on a 3" slice,
providing up to ~ 2M bits of memory, but, unless the power
pef bit can be reduced on going to W.SfI, the wafer power

censumption {minimum of 500W) would require the input of

100A at 5V.



Power supply and thermal dissipation prbblems are
discussed in Section 6.7.

Other fundamental physical limitations in integrated
circuit technology of relevance to W.5.I are discussed by

Wallmarik® <.

2.2 REVIEW OF FULL-SLICE TECHNIQUES.

The general field of full slice technology has an
extensive literature, but the vast majority of this relates
to the restricted area of programmed interconnection
procedures and, in particular, to the specific techniques of
discretionary wiring and fusible links as approaches to this
end. Within this general field of full slice technology the
types of structure investigated have varied fram pure memory,
through logic-in-memory, to programmable logic arrays where
the characteristics of the cell may be radically changed to
suit a wide range of applications by suitable choice of
external control signals.

These general aspects of full slice arrays have been
extensively studied by Shoup ° (48 references) who considers
the relationship between the'various structures proposed
prior to 1970, by Seth*° (15 references) (1970) who discusses
the problems of test and fault diagnosis of such arrays and
by Manning“?‘4 (62 references, 1975) whose work is discussed
in greater detail in Section 2.2.4,

In view of the existence of these excellent reviews
this survey does not review the whole field in detail but
concentrates on those publications of especial relevance to

the present work and, in particular, on the literature



published since 1975. .Not all the techniques described 'in
this section have yet been applied to full slice technology,

but all are of relevance to W.S.I.

2.2.1 Discretionary Wiring.

The principle of "discretionary wiring" is the selective
interconﬁec%idn, by means of a second level custom-designed
metallisation pattern, of functicnal elements on the wafer.
The positibn of these.is determined by prior testing and it
is assumed that all such‘*elements will survive the subsequent
‘metallisation process which, in turn, will be flawless, The
elements have ranged in complexity from single gateéa to
1arge—scale-integra£ed chips4.

The most complete acceount of the formative work on the
téchnique of discretionary wiring is probably contaiﬁéd in
(57-59). However, as these reports are not readily available
- a full set could not be obtained even from DRIC* - the |
technique will now be described with reference to more
generally available literature, most of which dates from the
period 1966-69,

Farly work on discretionary wiring was directed towards
the connection of individual gates (e.g. (8;28)). The high
complexity of testing and interconnection techniques for this
app}oacb are well illustrated by (8) in particular. The
techﬁique was later extended to the discretionary.intér—
connection of more compiex cells or circuité. Tammaru and

Angell54 considered various approaches to discretionary

* Defence Research Information Centre, S{ Mary Cray, Kent.



wiring and analysed the yield requirements of such redundant
arrays., For an array of N + S elements, where N is the
number of needed elements and S the number of spare elements,

the probability that the array is flawless is quoted as

Py = >,

S
j:O

[N + s; PE(N + 8 - ) (1_1?E)~j
j

y the number of possible

where %N + S;
J

11>
=
+
n

combinations of N 4+ S items taken j at a tiﬁe and PE is each
cell's probability of working., This analysis is then
extended to the yield improvement factor available in "Repair
Processing", taking note of the additiondlfdefects arising
during the second level metallisation.

In the late 1960's it was by no means clear whether to
develop such techniques for avoiding faulty devices or to
attempt to increase practicable chip &sizes 5y reducing the
defect density. Many workers recognised the serious
limitations of Discretionary Wiring from the outset,

Dingwall' 3

, for example, notes

"Because of the need to allow space for probing
pads (required in electrical testing) and -
potential wiring paths, high levels of compactness
are not as readily obtained with this method .....
Moreover, the remaining technically significant
portion of the multilevel process wherein gates
are interconnected, packaged, and tested require
100 percent yields."

These problems are discussed further in Section 3.3.
Perhaps the most recent (and most successful)

application of discretionary wiring to Wafer-scale integration

- 8 -



is the "Functional Wafer" approach of IBM*. In this
structure a matrix of 8 x 6 N-channel MOSFET array chips,
each of 2048 bits, was formed on a 24" wafer. The chips
were individually tested after first level metallisation and
a programmed via hole mask ensured that only good chips were
coﬁnected to the global wiring. Defective chips were then
"repaired" by "flip-chipping" a mirror image chip directly
over the (disconnected) faulty chip. A printed ciréuit
anrd assembly technique was used, forced air cooling being
adequate to remove the 5-7 watts dissipated by the wafer.
In addition tolthe N-channel MOSFET array a set of bipolaf
support chips were fliﬁ—chip Joined on top of the wafer
"thus forming the complete functional entity of a SR x 9
writeable contrel store of the IBM system-570/125".

A photograph of the caompleted assembly is reproduced

in Fig. 2.2.

2.2.2 Post-Programmed Interconnection Techniques.

It will be shown in Section 3.3 that many of the
disadvantages of discreticnary wiring can be dvercome by
postponing the customisation stage until after metallisation
is complefed: Techniques fof such "post-programming" of the
interconnection pattern to isclate faulty elements from an
arréy are now discussed.

Post-programming is usually provided in the form of
fusible links which can be selectively blown to isolate
.eleMents or blocks fram an array; other techniques include

laser evaporation of metal and mechanical scribing.



Although this technique has not yet been succéssfully
applied to fpll slice -technolegy it does represent a possible
route to this goal and is discussed in this context.

Fusible links, ﬁften based on nichrome of carefully
selected track width and thickness, may either be blown
selectively during device test or may be blown automatically
by parts of the structure attempting to draw excessive
current. This latter approach is utilised in large V.H.F
power transistors. To increase device yield such chips
are provided with more emitters than are required for
normal operation; faulty emitters will draw excessive
currents which blow series nichrome fuses - thus achieving
self-isolation. Read only Memory (ROM) devices may also be
based on fusible links(e.g. Schroeder et ;i4a)although
preprogramming by caontact h;le or metallisation mask
modifiéation is more suited to gquantity production. Memory
structures, however, use post-programming merely to define
the regquired state in a perfect device rather than to isolate
defects in their structure. Although these dbjectives and
constraints are quite different, certain of the techniques
may well be applicable to wafer-scale integration and so
are now summérised.

Programmable ROM's (PROMS) often permit alterable -
customisation. The FAMOS device'® (Floating gate Avalanche
injection MOS), for example, permits a transistor to be held
. permanently conducting through the injection of carriers
frém an avalanching junction into the silicon dioxide where

they may charge an iselated poly-silicon electrode. Charge

- 10 -



leakage is negligible (over periods of years) as the
electroae is completely surrounded by silicon dioxide so a
permanent channel is induced in the under-lying substrate.
This charge may be (nonselectively) dispersed by ultraviolet
light and the memory subsequently reprogrammed.

. Selective progfamming is possible in the EAROM
(electrically alterable ROM) device first described by
Wegener et 21%®. Here the charge is stored at the interface
of two dielectrics - usually a layer of silicon nitride on
top of a (thin) layer of silicon dioxide - and may bé
Selectively erased andlreprogrammed by suitable voltages
applied to the single overlying gate electrode. The potential

application of this technique to full slice technology is

“\-

illustrated by the Honeywell "Superchip" dévices. Here, a
1.1 x 1.2 inch chip contained 256 arrays of 256 bit p-channel
silicon gate MOS shift registers divided into four groups of
64 arrays connected via a common bus; these were then-
comnected into the superchip array by means of a FAMOS PROM,
Working devices of ~ 40,000 operating bits were produced by
early 1975,

The largest structure to which post-programmed inter-
connection i; believed to have been applied to date is a
92,160 bit shift register'®, also by Honeywell. Good and bad
blocks (each containing ten parallel 256 Lit registers) were
identified and the bad blocks disconnected from the power
supply by laser-burned fuses.. Each good block then-had its
shorted address line fuse burned out to put it in series

with the other goiod blocks to produce a CCD shift register

- 11 -



of up to 92,160 bits. A module containing ten such chips
was also designed.

In principle the fault tolerant fixed interconnection
route - to be discusséd in Section 2.2.4 - can be achieved
with on-slice reprogrammable memory of the FAMOS or EAROM
types. However this technique.is not yet known to have been
applied to memory devices; the 64k bit RAM recentiy reported35
from IBM, for example, is said to be based on fusible links.

The chip actually contains over 66k bits before the 65,536

bit (2'%) pattern is burned in.

2.2.3 The 100% Yield Approach.

Apart from such sporadic re-investigation of the
programmed interconnection technique as discussed in thé
previous two sections, the vast majority of manufacturers -
have followed the conventional fixed interconnection 100%
yield route to larger chips. While this route cannot be
expected to leéd to 100% perfect full slice arrays the
techniques of yield enhancement are nevertheless of direct
" application in wafer-scale integration - which must also
benefit from improved yields.

Improvementé have occurred across the entire field of
integrated circuit technology; silicon quality, epitaxy,
doping techniques, oxide defect density . and interface charge,
photoengraving (fewer pinholes and smaller dimensions),
metallisation and assembly technology have all iﬁproved with
greater understanding of materials and processes.

Reliability (and yield) have benefited from advances in

process menitoring equipment - the scanning electron micro-
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scope being perhaps worthy of special mentioh in this
context. Advances in circuit technology have drastically
reduced gate- areas aqd power dissipation.

However, each of these areas represents many engineer
years of development and it would be impossible to do
justice here to the many thousands of papers which have
been published in the area of yield improvement. A modern
textbook on IC Engineering - e.g.63 perhaps provides the
best eqtry to this literature. Certain points of particular
relevance té the present work are now noted,

A study of the literature of tﬁe latter part of the
1960's (the era of discretionary wiring) shows many compahies
pinning their faith for future LSI desigps on improved
processing.technology; Dingwall and Herz.og14 proposed
redundant stages in the processing - e.g. double-photo-
engraving involving two masks of (different) random defect
distributions-to virtually eliminate oxide pinhole problehs.

Four basic techniques to improve gate yields were discussed

by Dingwallls. These were

l'(1) Use of minimum-area devices;

(2) Non-contact photolithographic metheds to provide
perfecti;n in thé photoresist operation;

(3) Extensive use of redundant processing sequences;

(4) Use of special-care handling and environmental
controls to ensure a continuous quality product.

The "Polycell"lapproach of Motorola, as described by

Hazlettza, was essentially a fixed interconnection 100%

yvield technology, the major advantage being in the use of
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computer assisted layout to reduce design costs rather than
any yield improvement by programmed interceonnection. The

discreticonary wiring and Polycell techniques are compared
510 '
by Stern .

To assist in minimising the chip area, multiple inte;-
connection layers were to be used in botﬁ the RCA and Motcecrcela
approaches to more complex chips. The Polycell approach of
(22) proposed the use_of ne less than four metallisation
layers; such a procedure weuld have been uneconomic in
production at this time owing te the lack of understanding
of aluminium step coverage problems ﬁhich, being beyond
ocbservation by optical microscopy, only became fully
appreciated with the advent of the scanning electron micro-
scope in the late ‘1960's,. This obsessi;; idea fhat multi-

layer metallisatiqn would provide‘the key to LSI is wide-

spread in the literature. Even Sternslo, normally providing

a shrewd assessment of IC technology, states

"The further development of multilayer metallisation
techniques appears to hold the key toward eventual
implementation of large-scale integration, As
component siZes continue to decrease, full
advantage of the increasing component density
potential can be derived only if the inter-
connecting wiring patterns do not demand a
significant portion of the available die space.
Yet, increasing circuit complexity is accompanied
by a corresponding increase in component and
circuit interconnections. This problem can be
surmounted only by stacking the interconnecting
patfterns in successive layers one atop the other,
each one insulated from the one beneath by a
layer of insulating material ...

The possibility of up tb four layers of metallisation
has already been demonstrated in the laboratory.™
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He does, however,péound'a cauticonary note (ibid):-

"Tt remains a considerable challenge, héwever,

to convert this laboratory capability into a

high yield production process."

Moving forward from %his era, we find that yields have
been raised dramatically over the past decade by sSimplifica-
tion of process technology.. Many processes, based on as
few as three masks (e.g. the "Trimask" process), have been
developed; the main .objective has been to raise defice
yvields by.procesé simpl{fication without reducing device
performance and circuit versatility to unacceptable levels.
For example the p-channel MQS procesé, requiring only foﬁr
masks is oftgn less suited to complex devices than
complementary MOS which requires five tousix masks and one
to two additional diffusion.schedules, f

The development of the five mask bipolar CDI.

. {Collector Diffusion Isolation) process has been achieved
by Ferrantil® to full VLST compatibility such that the
complex F100L microprocessor comprising ~ 1500 gates can
be manufactured at a tolerable yield, . .

Ordered arrays generally require far simpler metalli-
sation, resulting in higher packing densities. The current

practicable limit in complexity for chips based on the 100%

yield approach is probably ~ 64K bit memory (CCD technology).

_2.2.4 Fault_-Tolerant, Fixed Interconnection Techniques.

Although, as will be discussed in Section 3.3, the
fault tolerant fixed interconnection approach appears to
offer considerable advantages for wafer-scale integration

and provides the basis for the present work, very little



has been published on this approach. One procedure,

33 3% 5 summarised later in this section.

described by Manning ,

Another structure, having some resemblance to Manning's
"Twist Repair" procedure (to be presented later in this
section) is described by Goldberg et.al.'®  In this array ,
illustrated in Fig.2.3, switching legic on the contrel line;
permits faulty chips toc be replaced by adjacent ones thus
allowing the faulty locations to be shuffled towards the
array edge. Three horizcntal contrel lines run along chip
rows; all chips may be switched to either the line above
or the line below their actual fow. Similarly two vertical
data lines permit chips to contact either the line to their
left or the one to their right. The_procedure required to
reconfigure the array is summarised in r;iation to Fig. 2.3,
reproduced from {18).

The nermal setting of switches is such that chips serve
the data lines te their right - this conditicon being
represented By upper case 1ette;s. On switching to the
data line to its left a chip is represented by lower case
letters. Asterisks represent faulty chips and hyphens are
-good unused ones. |

The single faulty chip on fow D is readily replaced
by causing all chips to its right to switch to the data-
line to their left (as indicated by the letters "d"). To
cope with the three faults on row F the follewing procedure
may be adopted :-

1) Switch all good F chips on the right of the faulty

chips to their left hand data line, thus eliminating

the right-hand faulty chip.
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2) Use. the two chips labelled "F" from roﬁ G to replace
the remaining two faulty ones in row F and switch
the G chips to the right of these to their left hand
data line - as indicated by "g". This leaves one
empty site on row G.

3} Use one chip ("G") from row H to fill this empty
position and switch the chips to its right onto their
left-hand data line - as shown by "',

Although this procedure is highly efficient in terms

of array usage and repairability at high yield levels - when

the‘number of sparé chips need not exceed the number of

faulty ones - it becomes a problem to éptimise the shuffling
procedure at higher'fault levels. Also Fhe technique is
unable to cope with large clusters of fauits - for example
the block of six flawed chips illustrated in Fig.2.3 cannot

"be repaired as no chip is available to correct the left-hand

fault in row L. The array therefore suffers from the problem

of having key chip positions which, for any particular fault
distribution, will cause the afray to be non-recoﬁfigufable
in the event ¢of failure of that chip. It will be seen that
this problem is eliminated with the parallel/serial array
structure proposed in Section_6.§.1 as any array chip

address may be routed te any redundant chip site.

¢ .



Review of Related Work by Manning

This theoretical study34 of full slice arrays,
entitled "Automatic Test, Configuration and Repair of
Cellular Arrays" was.unknown to us until the publication of
(33). It is of particular relevance to this present wark
for two reasons; firstly because it is directed towards
fault tolerant approaches to full slice technology and
secandly because it confirms the results of spiral generatian
on rectangular arrays developed in Section 5.4,

Manning has placed equal emphasis on a theoretical
study of "arm", "tree" and "grid" structures (summarised
in Fig. 2.&) while the present work concentrates mainly on
a more complete investigation of the first of these (which
is equivalent to the "spiral" of Chapter 5).

A precis of Manning's work - which runs to nearly
250 pages - cannot be attempted here. Instead, various
extracts of particular relevance are noted with comment
when appropriate. These are taken in the sequence
presented in (34).

i) "In most flawed arrays with N percent flawed cells,

0 N < 25, this program embeds an arm machine

containing (100-2.2N) percent of the total cells

in the array. This performance can be slightly

improved., When N is greater than approximately

35, only very small arm machines can be embedded

in a checkerboard array.”

This is compared with the present studies in
Sectiaon 5.4,

ii} "The most difficult checkerboard array repair
invalves embedding a high-relcon machine whose
essential network is a grid."

- This statement is reinforced several times, in

particular by the relation:-
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“OREG S'OREA = ORET for any flaw pattern" where
ORE = "optimum repair efficiency" and G, A, T refer
respectively to grid, arm and tree algorithms. It is
discussed further in Section 6.6
1ii) *"Random-access and track-addressed sequential-
access memories may be efficiently realized as -
tree machines in flawed arrays."
This statement is of particular importance because
the major reason for not investigating tree structures in
the present work is the apparent difficulty of organising
a tree structure having an arbitrary number of branches of
arbitrary length as either a serial shift register or a
random access memory.
iv) "The checkerboard array's interconnection structure
is highly compatible with the two-dimensional,
step-and-repeat nature of IC production. Further
more, this structure is relatively easy to under-
stand and manipulate compared to, for instance,
hexagonal two-dimensional structures."
It is noted in Section 3.4.4 how the hexagonal array
may also be made compatible with step-and-repeat techniques.
It has alsc been successfully manipulated in the camputer

simulations of Chapter 5.

v) 'In quoting Bel1® Manning notes

"In contrast to technology, system design costs

have Tisen; this shift is demonstrated by, for
instance, the decreased emphasis on minimisation

in logic design, but on the other hand, reliability,
mass producibility, and maintainability are now the
important design criteria."

This point has become increasingly important since
1972 and indicates strongly in favour of a fault tolerant

WSI procedure.
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vi) "The fact that the considerable difficulties
inherent in this (Discretionary Wiring) approach
were even attempted points up the desirability )
of high-yielding high-integration IC's."
This statement reinforces the comments of Section 3.3.

vii) "The closest precursor of our test1n§ and repair
approach seems to be < Kukreja 73 =

This overlooks British Patent 1,377,859,

viii)."Very small srrays, such as the 100-cell arrays

in our experiments, tend to have lower repair

efficiencies and lower cutoff points; because

a higher percentage of cells are edge cells.

An edge is a barrier that.restricts the growth

of an arm.,"

A consideration sf the effects.of the array boundafy
led to the proposal of the toroidal array configuration of
Section 5.3.

ix) ‘Manning describes at length the problems of spiral
branching. This is considered in detail in Section

6.7.3 where it is concluded that the control logic

design investigated in Chapter 4 will reduce the

probability of branching to an acceptably low level,
x) The possibility of multiple input chips and the

siting of these away from the arrsy edges to improve

the chances of the first chip being good is discussed.

The use of multipls input chips has alsoc been considered

in the present apprcoach but here the first chip is

away from the array edge anyway and it is believed

that the i/o interface chip (discussed in Section 6.8.4)

. provides a better solution.
xi) "Hughes developed a 50-watt package for a 3" slice
as part of the Navy's All Applications Digital

Computer program; unfortunately we haven't learned
any details about this yet."
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This point is noted in relation to devi¢e assembly

in Section 6.8.2.
xii) "For technologies that require power lines
connecting many cells, increases in array size
increase the probability of array-destroying power
problems. The prabability, of a power bus being
open-~circuited can be made very small by making
the bus wide. Layout care can lower the chance
of shorts between a power bus and a signal linej;:
most such shorts would probably not be catastro-
phic anyway, Nevertheless very large arrays should
perhaps include protection devices in each cell or
block of cells. This circuitry could cut a shorted,
or even-overheated, cell off from its power source,
before the maifunction blew the power line's fuse
or sucked down the power line. The protection
devices could be a fuse, or could be semiconductor
circuitry, such as common transistor - SCR protection
circuitry."

"Another power-handling approach would make a cell's
supply of power controllable by the cell's neighbors.
For instance, any of a cell's neighbors could command
that the cell's power supply be switched on or off.
This could save power in an array, and reduce the
danger of faulty cells, by channeliling power only
to the cells in an embedded machine. TIndeed a
"pawer arm" could be "grown" in parallel with a
processing arm into an initially quiescent array
of cells.,"

These and other forms of global power supply
protection are considered in Section 6.7.1.

xiii) The next major section is devoted to the construction

of grid sub-~arrays on orthogonal grids. The major
techniques are now briefly summarised.
"Simple Repair" embeds a grid structure as shown in
Fig. 2.5. Even with the best possible distribution
of N faults the resulting grid must contain m fewer
rows and n fewer columns, where mn = N;the worst

case distribution of N faults eliminates N rows

and ¥ columns, as shown in Fig. 2.5.
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"Twist Repair" embéds a grid structure of the form
illus_trate;:l in F‘ig. 2.6. It will be observed that
this is always able.to embed at least as large a grid
as "Simple Reﬁéir".

"Blockoff" breaks the ar?ay up into segments in whicq
"Twist Repair" then embeds grids. These segmehts may,
or may not, be reconnected éo form a larger grid.
"Blockoff" is illustrated in Figs. 2.7 and 2.8.

Such grid émbedding, it is noted:-

"involves using some good cells purely as links
between essential neighbors."

Many good cellslare not used even for this purpose (see,
for eﬁample,.Fig. 2.8). |
xiv) It is shown that grid embedding computations are
) comparatively simple for slightly flawed and
extremely flawed arrays. They become very complex
however, at moderate yield levels owing to the vast
number of possible routes to be tried. It is

noted that

"The time to repair an array varies widely, even
for a constant array-size and % flawed."

xv) In comparing his repair procedures, Manning notes: -

"For arrays with more than a few (approximately five)
flaws, Twist Repair is far superior to Simple Repair."

By way of example he notes that, in an array of 625
cells-containing 20 flawed cells Twist Repéir
embedded a 14 x 14 square grid whereas Simple Repair
embedded a 4 x 4 grid in the same array. This result
is surprising - surely a 5 x 5 grid must be possible

with even a worst-case fault distribution?



xvi) In relation to "Blockoff" it is stated that:

",... there is a fairly predictable, optimum block-
size Tor a given flaw density."

xvii) A vast computation time for optimisation of repair
using "Blockoff" is noted and it is further stated:

"We wish we could offer more exXxperimental results

from Repair. However, Repair's large computation-
time demands have made further experiments
unfeasible."

xviii) Suggestions for improvement of "Repair" performance

include:

".... Very large arrays might benefit by interconnection
strips wider than one line between large hlocks", and

".... perfect machines should probably be designed
in a modular fashion, with relatively few
communication paths between modules."

xix) In comparing ‘applications for arm, tree and grid
machines, Manning notes the latfter are more suited

to:

", ... modules. which communicate different information
to three or more other modules at the same time."

xx) A tree organisation is suggested where
".... access time is minimised by placing a tree's
base cell at the centre of a square region of cells;
one diagonal of the square is a row, the other is a
column, and the diagonals cross at the tree base cell."
Manning does not present a sketch for this but an
interpretation fitting this description is given in Fig. 2.9.
To summarise, Manning's thesis presents many points
which are in agreement with the ideas of the preéent work.
However the majority of this work has diverged from that

of Manning in several different ways, thus providing

considerably greater coverage of the field of wafer-scale
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integration than would have been possible in'a single work.
The isolation of the two projects until a very late stage
ﬁas ensured two virtually independent approachés to the
subject although a pfior knowledge of this work would have
permitted a more advanced take-off point for the present

study.
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Flaw pattern.

X

I3-chip arm in flawed

X

array.

Repair efficiency (R.E.)
is 13/14

X

.

6-chip grid in flawed
array. R.E.is 6/I4
(8 good chips serve

X

X only as transmission
links.)

14-chip tree in flawed

>< array. R.E. is I4/I4

X

FIG.2.4. Arm, Tree and Grid arrays. Ref. 34.
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FIG. 2.5. Ovtimum and worst-case grids in 10 X 10 array
having 9 flawed cells.
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PIG. 2.6, Flawed 15 X 20 array twist-repaired into a

perfect 10 X 14 array. Ref. 34,

Array is divided into four

IO X 10 blocks. Each
block is then twist-repaired
to embed ¢ 4 X 4 grid;
the four grids are then
intelrconnected to form
one B X 8 grid.

FIG. 2.7a. "Blockoff's" repair of 20 X 20 array with 5%

flawed cells. Ref. 34.
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PIG. 2.7b,c. "Blockoff's" repair of 20 X 20 array with

5% flawed cells. Ref. 34.
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locations are utilised.

FIG. 2.8. "Blockoff's" repair of a 40 X 40 array with 5%

flawed cells. Ref. 34.
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FIG. 2.9. An interpretation of the tree structure proposed

in Ref. 34.
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PHILOSOPHY OF WAFER—SCALE INTEGRATION

This Chapter commenc?s with a brief, ecritical account
of the procedures adopted'in the conventional integrated
circuit technology'ahd continues with a discussion of the
advantages to be gained by wafér-scale integration and a
comparison, of the various approaches to this goal. A

detailed summary of the approach adopted in this work

concludes the chapter.

3.1 THE CONVENTIONAL APPROACH TQO IC MANUFACTURE.

In the conventional technology{ the processed
integrated circuit wafer, having the vast majority of its
individual components (often > 99.99% of transistors,
resistors, diodes, interconnections étc)m;n good working
order and a reasonable proportion of its chips (each

possibly containing over 10,000 such components) within

" functional specification, is subjected to a testing routine

which selects those circuits which appear to function
satiéfactorily as a result of these limited tests and
rejects those which do not. The "good" chips are then
carefully nurtured through the scribing and separating
process and passed for iﬁdividual assembly after further
close visual scrutiny. Each chip is treated individually,
thé alloying (or'other attachment procedure) and bonding
being carefdliy performeq by skilled operators and the
resulting lead-frame with its bonded device is again
carefully inspected. Hermetic sealing or plastic encapsul-
ation then follow and the devices are again tested to
eliminate thosewhich have failed to survive the (traumatic) .

assembly operation.
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This committal to functional testing of all devices
is continued by the device user who again tests the devices
on receipt before assembling them (perhaps) onto a printed
circuit boafd. The entire board is then tested; 4if it
fails it may either be discarded or further time and money
may be spent in attempting to locate and replace the
féulty component, This procedure éontinues after the
working board is assembled into a system; device failure
is now still more costly, both in terms of replacement cost
and in terms of system down-time. In one extreme case such
failure could result in the loss of data ob£ained by a space
probe. Manning®* notes the cost of failure at various
system development stages as quoted in Tﬁble 3.1. (Numbers

indicate costs in US dellars).

' i

Market Incoming ' ﬁgiig S¥:::m Field Use
Consumer 2 5 ' .‘5 50°
Industrial 4 25 4y | 215
Mjilitary 7 50 | 120 1000
Space 15" .75 300 200M

‘Table 3.1

Attemﬁts are made to avoid this catastrophe of failure
using built-in redundancy but there is still the underlying
acceptance of the philosophy that devices shall be 100%
tested at many strategic points during their manufacture
and installation. This committal to 100% testing is a major
factor in the dramatic cost escalation from the processed

chip to the shipped device. The cost of assembled, tested
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devices exceeds by 2-3 orders of magnitude tﬁe cost of the
processed qntested wafer of equivalent gate complexity.
Even with state of the' art circuits the chip cost is still
a relatively minor pért of the device cost so manufacturers
must continue to push chip sizes up towards the limit where
chip yields tend to Zero in an attempt to reduce assembly ;
and testing costs by containing complefte system functions’
on fewer chips. Although this is extremely inefficijient in
terms of usage of silicon (2—3 good chips from a possible
80 on the wafer is not uncommon for cﬁmplex microprocessor
chips) it does have the advantage of drastically reducing
the complexity of printed circuit board interconnections
and backplane wiring which are often serious limitations on
system gperating frequency. Sutherland ;ﬁd Mead® ® note that
computer science has evolved from a technélogy in which
wWires were cheap and switching elements were expensive to
one in which switching elements are virtually free and
wires are the expensive component as they "ecccupy most of
the space and consume most of the time", They then suggest
that

"As integrated-circuit technology praogresses

there-will be individual circuits of increasing

speed and complexity. No relief is in sight,

however, for the costs and delays inherent in

communicating information from one circuit to

ancther."
This viewpoint is neoted in the context of descriﬁing the
poténtial benefits of distributed array processing.

However it is now shown that W.S.I technology can offer

substantial savings in wiring complexity.
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3.2 ADVANTAGES OF WAFER-SCALE INTEGRATION

Consider for a moment the contacts and intercunnections
required to interface between two integrated circuits on
adjacent printed circuit boards. From the output of the
driving gate - say an nt diffused contact to the epitaxial
layer defining the collector of a transistor - to the inpu£‘
of the second gate - perhaps a p-type transistor base region
- the current path is tortuous indeed. It proceeds:-
silicon - metallisation - bondwire - package lead - solder
- printed circuit board —;blatedthrough holes - copper to
gold at edge connector - gold wire(wrapped joint) and so in
reverse to the other integrated circuit; This represents

a total of ~ 20contacts - including intermetallics of

doubtful reliability - between two gates;

The intermetallics between chip metallisation and
package lead have caused notorious problems in the past -
for example "purple plague' (an alloy of .gold and aluminium)
and "black death" (a structurally weak compound of gold
aluminium and silicon). While these intermetalliés are
now largeély understood and no longer a serious reliability
hazard the major cause of IC failure is still (for a sound .
process and.device layout) the chip to package interface.
It is therefore advantageous to pack as much circuitry onto
each IC as possible. Hodgese5 notes that

".e:.. in semiconductor memories failure rates

in field service are better correlated with

the number of separately packaged chips in the

system than with the total number of bits in

the system stores."

While this point also operates in'favour of increased chip
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complexity the aﬁvantaéeé offered by W.S.I technology are
far greater. .
It is assumed that fhose aspects of dévice screening

and environmental test (e.&. 20,000g test, leak test) in
the conventional technology which are relevant to W,S.I
will be carried over tofull-slice structures to ensure

a product of equal integrity of cénstruction. Techniques
currentlyiapplied to.conventional devices afe noted in (61).

It should, however, be noted that one aspect of
device screening prior £0 conventional assembly.could not
be readily carried through to W.S.I technology. Chips‘are
normally visually %nspected prior to attachment to headers
and, again, after bonding. While the main purpose of this
inspection is to eliminate poorly séribeé?and improperly
bonded chips - neither of which is relevant to W.S.I - the
~operator has, in principle, the opporfunity of a full
visual inspection of each chip and the ability to reject
any whi'ch do not meet preset requirements (e.g. minimum
metal track width € 4 of intended width).

The inclusion of such chips on W.S.,I devices would
cause some reduction in réliability. This, however, is a
matter of degree only; to fdlly check a complex VLSI
circuit for faults down to ~ 2um requires several hours of
inspection per chip. .It is, in any case, possible in
principle to eliminate.such chips from automatically
configured W.5.I memories by'ensuring that they are
iﬁoperable - for example by sScratching with metal probe

(or, more reliably, using laser beam) to open-circuit

the metallisation.

-~ 97 -



There are other reasons for increasing IC complexity
to the practicable limits. Apart from the above reliability
consideration other benefits accrue from (i) cost reduction
arising from fewer péckages and reduced assembly effort,
(ii) increased packing density (gates per cubic inch of
controlled environment) and (iii) improved performance -
for example emitter coupled logic (ECL) benefits by having
to drive fewer inter-package transmission lines with
attendant propagation delay and power dissipation in line
driver stages. |

The limit of complexity may be'defined (for example
in subnanosecond ECL) by thermal dissipation problems but
is most often determined by defect density. As ICs cannot
be made at 100% yield there is an optimué?chip size which
depends on defect density. This, as noted earlier in
Section 2.2.3, has increased as defect densities reduced
wifh advances in technology. The logical conclusion for
existing technology is for chip complexity to increase to
the level where chip costs become comparable with assembly
plus all other post-slice costs. |

However if imperfect'devices could be eliminated
mechanicall; or electrically the chip size could become as

large as a wafer, yield no longer being a dominant limitation,

3.3 APPROACHES TO WAFER-SCALE INTEGRATION.

The philosophy of W.5.I is to reduce chip complexity
(and heﬁce chip costs by a large factor) while simultaneously
virtually eliminating assembly and specialised testing

operations. This in itself will have little impact on the
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overall system cost - even if all the integrated circuits
in a large computer were available at zero cost the total
system cost would only fall by a few percent. However the
major savings offered by reduced wiring complexity (and
hence improved performance) and increased reliability - in
addition to the graceful degradation attribute discussed in
Section 6.5 - must rep?esent a massive reduction in
system assembly, installation and coperating costs.

The potential cost reduction and improvements in
packing density and reliability of full-slice technology
have long been envisaged. R Petritz*! stated in 1967:

"We at Texas Instruments feel that the full

petential of semiconductor technology for

integrated electronics will be'realized only

when the entire semiconductor slice.constitutes

the packaged product.”

This c¢laim for the potential advantages of a full-
slice technology,made at the height of the investigations
into large array technology by the discretionary wiring of
interc¢hip connections (as surveyed in Section 2.2.1) remains
equally true today. Developments in wafer-processing
technology during the ensuing ten years and the<cén£inuing
high costs of chip assembly have only served to increase
the attractiveness of a full;slice technology.

"Discretionary wiring", however, proved not to be an
economically viable way of achieving this aim. The basic
idea of interconnecting the required number of chips on the
wafer into a complex array géing a second level, custom
désigned metallisation pattern suffered from several
disadvantages in its implementation. Firstly, each wafer

required a tailor-made mask, the layout of which could oniy
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be specified after probe testing the full wafer; this
added a éubstantial overhead to the processed slice cost.
Secondly, the requirement to test the wafer before. completion
of processing is undésirable as it must introduce some degree
of contamination ;nd damage to the first aluminium layer in
addition to requiring each chip to carry a set of bonding
pads (for probe test purposes) which will be redundant in
the final discretionary-wired array. The major problem,
however, was the implicit assumption tha; the processing of
the second level, full wafer metallisation would be 100%
perfect énd that no chips tested as good would fail during .
the additional processing schedules. The problems of
ensuring that all vias make adequate.contact while no c¢cross-
overs short to the underlying metal are Qéll—known to the
industry. A vast amount of research effort was expended
on discretionary wiring prior to 1969 when the technique
appears to have been virtually abandoned in favaour of the
conventional discrete chip approach for which yields had
substantially improved with advances in process technology.
The various approaches to wafer-scale integration
are compared in Fig, 3.1, _Post—programming of the final
interconnection pattern (as described by Elmer!® for
example and sunmarised in Section 2,2.2) is certainly
preferable to t£e pre-programming procedure of discretionary
wiring in that it permits further levels of surgery on the
wafer if the first attempt féils to achieve the desired
résult. It still suffers from the drawback, however, that

each wafer must be ftreated individually in conjunction with

elaborate and expensive testing procedures.
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An analysis of the problems associated.with these
approaches led to the realisation that to minimise manu-
facturing costs in a production environment a full slice
technology must postpone the decisioﬁ as to which chips are
to be included in the array until all the wafer processing
is finally completed. Further, since all slices are best
treated identically on a production line {customised
treatment of each slice being a castly operation) it should
not require a detailed kﬁowledge of the actual fault
distribution on any slice. The chosen technique may then
use the same interconnection ﬁatternAto photoengrave the
- metal layer on all slices,

As shown in Fig. 3.1, such a Fixed\;nterconnection
approach has only two possible routes; e;ther the slice
must be 100% perfect -~ an impossible target with today's
process yields limiting chip dimensions to ~ 6 mm square
- or thé procedure must be fault tolerant. The concept .
described in (10) has this property; it is the first in
a family of Fixed-Interconnection, Fault-Tolerant procedures
for Full-Slice Technology.

The term "Wafer-Scale Integration' hés beep introduced
for two reasons; firstly the term "full-slice technology"
has come to be associated with the discretionary wiring
approach -~ generally rejected by the industry as being
uneconomic in implementation. Secondly, it is felt that
the concept might be more reédily accepfed if given an
acronym (W,S,I) alongside the generally accepted terms

for levels of integration:-
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- Level of Complexity

Acronym Title - (Gates/monolithic chip)

5.5.71. Small-scale infegration 1-9

M.S.TI. Medium-scale 10-99
integration

L.5.7, Large-scale 100-999
integration

V.L,S.I. Very large-scale 1000-9999
integration '

Table 3.1(a)

Assuming that the superlatives continue by analogy
with the frequency spectrum there will be no conflicting

usage of "W.S5.I" as we may expect

Level of Complexity

Acronym Title (Gates/monolithic chip)

U.L.5.1. Ultra large-scale 10,000-99,999
integration

5.L.35.1. Super large-scale 100,000—999,999
integration

E.L..S.I. Extreme large-scale M - ~ 10M
integration )

Table 3.1(b)

As current technology is capable of penetrating
through the S.L.S.I band and well into the E.L.S.I range
with a full slice, fault tolerant, fixed interconnection
procedure it is logical to coin a generic name - hence
Wafer-scale integration, or ﬁ.S.I.

Techniques which require configuration before manu-
facturing is complete cannot tolerate additional failures

- e.,g,. discretionary wiring. Those which are configured
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after completion of processing may or may hot be recon-
figurable to bypass chips which develop faults. Fusible
1links and mechanically-scribed or laser-burned interconnection
would provide very limited capability for reconfiguration.
Techniques based on EAROM or RePROM structures (diseussed
in Section 2.2.2) would be considerably more versatile in
this respect; it.is arguable whether these techniques
really belong in the second or fourth branch of the tree
in Fig. 3.1.. Those approaches which have a truly fixed
interconnection pattern and select only those chips which
are found to be operational at the time the device is
configured offer the greatest degree of tolerance to
failures occurring during use. It is a member of this
family on which Chapters b and 5 are based; the concept

is described in the next section.

3.4 THE W.S.I APPROACH OF THIS THESIS,

This section is devoted to a description of the
particular fault tolerant fixed interconnection scheme of
British Patent No., 1,377,859 ° which is central to this

thesis,

3.4,1 Design Concept

Like the approaches previously discussed (references
18 and jh) this design uses the capability of linking
together the good chips on a wafer without requiring any
additional mask or even a prior knowledge of which chips
on the wafer are good and which are faulty. To achieve

fhis, each chip is given, under external control, the
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capability of linking to any one or two of its four nearest
neighbours, Connections are made to the input and.output
of one chip on the wafer and to the power supply/clock grids
supplying all chips on the wafer,

The creation of a chain of chips is now discussed inq_
relation to Fig. 3.2. Let us suppose that the chip is a
1K bit shift register. A known bit pattern of 1K bits is
fed into the chip and the coutput pattern is compared with
the input to ensure that the memory is functioning correctly.
This chip is then instructed to access the adjacent chip due
Fast and 2K bits of data are fed into this two chip serial
memory. If there is no corruption of the returned data then
the second chip is known to be good alsec and is instructed
to access the chip to the South. 3K bits of data are fed
in and we will now suppose that an error is detected in the
returned data, thus indicating that the third chip is
faulty. The second chip is now instructed to close its
links with the existing third chip and to access the chip
to the East, which now becomes the third chip in the chain.
In this way it is possible to build up long chains of good
chips, thus producing very large serial memories.

It is advantageous to encourage a spiral structure in

the developing chain so the process of constructing a chain

of good chips is termed "forming the spiral®.

Logic Design.
A design for the on-chip logic is included in the
patentlo. This, reproduced in Fig. 3.3, provided the basis

for the design of Chapter 4.
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Many different possibilities exist for the control
of spiral formation. Some switching logic is abviaously
essential oh each array ch;p (called "Chip A" by Catt).
This has been kept to a minimum in order to minimise the
area of silicon wasted (i.e. not available for memory) on
each wafer, This minimisation of the on-chip data
processing capability ieads to an increase in the complexity
of the external control electronics which Catt has called
"Chip-2". H;wevér.since this is capable of controiling many
ﬁafers the increased coﬁplexity and cost of Chip-Z required
by this approach is justified.

The detailed logic design of.Chip-Z, as used in the
hardware simulation of Chapter 4 is peripheral to the main

S

theme of this work. It will not thereforc be described in
detail here; g block aiagram is given in Fig.3.4, the logic
design in Appendix- I. Its function is implicit in the
description of operation of the on-chﬁp control logic¢ which
is now summarised.

All chips in the array are connected to a master grid
or grids; these supply the power and signals from which
the detailed clock waveforms required by-the particular
technology may be derived. In the absence of a spiral, all
good chips on the wafer are "looking" in the same direction
at any given time; .that is, their interchip add;ess register
will cause only one of the four input gates - one each on
the North, East, South and West edges of the chip - to be

enabled to receive data at that instant. Similarly all

good chips will be "apen" to one direction; that is,
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their address registers will allow only one of the four
output gates - one each on the North, East, South and West
edges of the chip - to be enabled to oufput data at that
instant. OPEN and LdOK directions on all chips will
sequence through the cycle, N, E, S8, W under the control
of t , a fiming signal derived from the input waveforms.

In order to feed data into the input/output chip it
is essential that this chip is "looking" in the direction
from which the data stream will appear. A reset signal,
called Master Clear, is arranged to reset both OPEN and
LOOK address registers on all chips to "OPEN N" and
"LOOK N" so that the OPEN/LOOK direction of all free-—
running.chips on the wafef is known at any time from the
number of to pglses since the last Masté;:Clear.

The principle of the design is to use part of the
shiftﬁregister storage element itself to detect and decode
commands by ftapping off certain key bits near the beginning
of the shift register. Only two commands are required in
this impiementation; the first, called "FREEZE", causes
the chip addressed to cease following the cyclic¥N, E, S, W.
directions of all free-runqing chips and remain looking in
the current’direction until either power failure or a
further Master Clear pulse. This will cause it to lock
onto the upstream chip; FREEZE also causes the OPEN
direction to be held in its current state. The secaond
command called "STEP 90", causes the OPEN address register

to disable the current OPEN direction (frozen during the

previous FREFZE command) and access the next one in the
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N,E,S,W, cycle. With reference to Fig. 3.3(b), both commands
are represented by an all zZeros word (to ensure that no
spurious "1" bits are present in the shift régister)
followed by a "1" tben a “0“. These two bits are redundant
in data words, all of which must commence with "00", FREEZE
contains only zeros in the rest of this new worq while STEP
90 contains an extra "1" at a}key point in the word. The
appearance of this "1" at a predetermined point in the
shift register during a command word triggers the STEP 90
routine. |

The command must, in general, pass-doﬁn the sﬁiral
through other chips to reach the intended chip at the end
of the spiral; a further requirement of the on-chip control
logic is therefore to ensure that only thé:intended chip
implements the STEP 90 command; To achieve this, part of
the command word is allocated to a field which contains a
number equal to the number of chips currently in the épiral
up to the chip to be addressed. FEach chip subtracts one
from this number so that by the time the word reaches the
addressed chip it has been reduced to zero. The last chip
attempts to subtract one from zero, causing an unrequited
borrow to pr;pégate up this field. The contral logic
detects this unrequited borrow and enables a gate which

would otherwise inhibit the execution of the STEP 90 command.

3.4.2 Extension to Pseudo-Core Memory

As described so far and as investigated in this work
the memory is essentiallyra large shift register from which

data may only be read serially. As the commercial viability
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discussions of Section 6.8 assume a substantial demand for
W.5.1T devices it is important to note that this concept is
not restricted to serial memory. The extension of this
structure to pseudo-core memory as proposed in (10) is now
outlined,

By running a parailel acceés line along the_developiné
spiral as shown in Fig. 3.5_the memory becomes content
addressable; as described in the patent it is then possible
to undertake data processing.within the memory. These ideas,
which Catt believes will have far-reaching effects on the
design of computers, have begn presented verbally*®. The
general principle of this type of data processor is now
summarised.

The spiral, when first configured, &éy be represented
schematically as in Fig. 3.5(a), where each bulge on the
S5low line represents a shift register of perhaps 1K bit
length and each junction J1--JN represents control logié
capable of comparing an address code on the fast line with
a tag on the data in that particular chip. %When a match
is found the word is switched onto the fast line and read
from the memory, ensuring that neither it, nor the address,
can cause an& further transfers onto the fast line., If
part of the data itself becomes the tag then listing
operations are readily achieved by increasing each successive
address code - for example the restructuring of a telephone
~directory in ascending telephone number order. This config-

uration of the shift register is termed "barrelling",
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The inclusion of a 1imitéd processing capability at
each junction J1 s JN (e;g. compare fields and add contents
on match) considerably improves the computing power of the
system, but at the exﬁense of increased chip complexity.

We can arrange, using the control logic at J1 e JN’__
to isolate each iﬂaividual chip from the spiral so that the
main data stream takeé a short cut across .such chips while
the data in the individual shift registers at the time of
this "looping"” operation continues to recirculate until the
loops are brought back into the main shift register path.
This permits a second fast line through the array, as
shown in Fig. 3.5(b).

If the last chip is instructed to barrell while the
rest loop then the contents of this chip Qlll pass all the
other words in the shift register, enabling comparison of
selected fields and possible logical operation with matching
words, Convérsely if the first chip in the shift register
is instructed to loop while the rest barrell then all other
words will pass the looping data. This mixed or "precessing"
mode is illustrated in Fig. 3.5(c).

The above extension of the serial shift register to

a pseudo-core memory has not been studied in depth in this

work.

3.4,3 Choice of Slice Fault Distribution Madel

A realistic assessment of technical feasibility and
commercial viability of such a serial memory structure
requires a detailed knowledge of the performance to be

expected for any particular chain-generating algorithm on
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chip arrays of known yield. Ideally one would investigate
algorithm performance for real cases; that is the fault
distributions for slices manufactured on a particular process
line would be used fof the arrays in algorithm investigation.
There are, unfortunately, two serious drawbacks to this
ideal situation; Firstly, manufacturers tend to be rather
secretive about their yield 1evels’and showed reluctance to
release this information. Secondly, the fault distribution
is likely to depend strongly on the process technology.
For example the balance between crystal fault density (which
tends to increase towards the edges of the slice) and photo-
lithography induced faults (pseudorandomly distributed across
the wafer ana far more serious on a 10 mask ECL process
with the additioﬁal complication of burie&flayer, epitaxy
and extra diffusions than on a 4 mask MOS process) must
depend on the process tgchnology. An analysis based on one
parficular process would therefore mnot apply in general to
other processes, |

The theoretical treatmenf of integrated circuit device
yields is complex. Various yieid models e.g. Murphy®® and

Price*® have been proposed; the more widely. accepted ones

are critically compared in a recent review®?2,., The choice

of model depends on what assumptions are made concerning
the nature of the defects. Factoré to consider include
(i) the randbmness of distribution and interdependence of
defects, (ii) whether or not they are distinguishable aﬁd
(iii) the size and effect of different defects.

If it is assumed that all de%ects are very much

smaller than individual chips and local increases of defect
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density (e.g. towards the wafer edge) are ignored, the
siting of geod chips on the wafer may be modeiled by a
random distribution. Such a random case with zerao
clustering of bad chips (as distinct from statistical
grouping which must occur even in random arrays) provides
effectively a pessimistic situation in that if the defective
chips are clustered they provide less of an obstruction to
the developing spiral than if they are not. Since it is
difficult to envisage any procedure in slice processing
whereby the randem grouping will be inhibited - whereas there
are many obvious causes of clustering®’ (e.g. tweezer scratches,
large area photolithographic faﬁlts, crystal defects) then -
spiral lengths on actual slices should be greater than those
predicted bf the studies of Chapter 5. &he typical case of
defect clustering towards the slice rim, for example, means
that the actual yield is considerably higher in the central
region of the slice (for perhaps three gquarters of the total
area) than the overall yield for the slice as a whole. It
must, however, be conceded that exceptional cases exist
where clustering is detrimental - for example a long scratch
extending across the slice diameter would restrict the spiral
to one-half ef the slice area. Certain ordered arrays
(e.g. chess board pattern) also preclude the poesibility of
Jong chains but there is no reasonable mechanism whereby
such arrays could be created accidentally in practice.

A random fault distribution model was therefore
seiected fo; the simulations; reconciling the fact that it.

would be extremely difficult to ensure that any quasi-random
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arrays which might be generated were, in fact, truly random
with the thought that slice fault distributions are also not
truly random.- It is noted that Manning;34 alsc selected a
random distribution array model; |

It is further noted that Manning's spiral®® is launched
at a cornér of the array; This has the advantage that the
spiral cannot become trapped between itseif and the array
edge; however this is not generally a serious problem unless
grossly non-square arrays are considered. It will also be
seen (in Chapter 5) that, on reaching the array edge, spiréls
launched neaf the array centre are forced into retrograde
motion, This can be avoided by launching the spiral at the
array edge. _

However, actual slices have higher &zfect densities
in their edge region so that if the spiral is launched néar
the central (higher yield) area of the array it will have
less chancg of being extinguished during its critical éarly
stages of growth; This procedure was adopted in the computer
simulations of Chapter 5.

3.4.4 Number of Nearest Neighbours

}

It had-been suggestedL? that an array having six
nearest neighbours would permit the development of long
spirals at lower yield levels than one with only four choices
of adjacent chip. With conventional proéessing the require-
ment to scribe the wafer restricts close-packed chip arrays
to fectangular or triangular shapes but with wafer-scale
infegration there is no requirement to scribe the slice and

any chip shape is acceptable. The hexagonal and "brick-wall"
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arrays of chips in Fig. 3.6 both allow edge access to six
nearest neighbours. Such arrays are caoampatible with current
step-and-repeat procedures either by interlacing two
orthogonal steppings or by a single stepping of the two-chip
units shoﬁn.

It will be seen in Section 6.2 that a chip's "neighbours"
do not have to be physically adjacent to that chip and the
limit on the number of neighbours is therefore set by
practical rather than topological considerations,

" The incréased complexity of chip Z required tol
implement such algorithms is relativeiy unimportant as this
will be shown ta contribute only a minor item to W.S.I system
costs. A study of the effects of such algorithms on chip
complexity is, however of importance in ogéimising the design
of the serial memory;

By way of example, a move from four nearest neighbours
to the six of the hexagonal array requires a 50% increase in
thgt part of the controgl logic cancerned with the gating of
data across chip interfaces. This increases the chip area
(both gate area and metallisation) required to implement the
algorithm, resulting in larger chips (and hence lower yield)
for a given memory capacity; .If the 6-way algorithm is to
offer any advanfage it must at least compensate for this
induced yield reduction by an improved-tolerance of lower

yields; Such an assessment requires the detailed studies of

algorithm performance presented in Chapter 5.
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FIG. 3.6. Two forms of hexagonal array with two-chip

blocks suitable for conventional step-and-repeat
(orthogonal)  techniques.
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DESIGN AND FABRICATION OF THE SHIFT REGTISTER ARRAY

This chapter describes the verification of the logic
design by TTL simulation and the design of an IC chip to

investigate the feasibility of laying-out the on-chip

. control circuitry (chip A) in a reasonable area of silicon.

The fabrication of functional chips has not yet been
achieved; this objebtive is part of an on-going programme

of work.

4.1 DESIGN VERIFICATION

The logic design described in Section 3.4.1 had not
been proved prior to the commencement of the project; Two
minor errors were noticed.and, although these were easily
rectified, it was considered advisabie to .wverify the complete
design of the on-chip control logic by hardware simulation,
The decision had already been taken to use 4¢ dynamic
P-channel enhancement mode MOS technology for reasons to be
stated in Section 4.2.1 &mét the expense of a considerable
increase in circuit complexity, it was decided to simulate
as far as reasonably possible some of the essential features
of 4-phase circuitry. In particular, the concepts of
"delay-free" and half-bit delay gates and the use of two
clocks to drive alternate gateé (equivalent to the ¢1 and ¢2
waveforms of 4¢ dynamic MOS) were simulated. This last
point was considered particularly important as a phasing
error'(which would have caused a race condition)'was

noticed on the original circuit design.
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4,1.1 Shift Register

Fundamental to the recognition of commands is the
shift register for data storage on each chip. To evaluate
the logic it is sensible to use the shortest practicable
. length of register., Examination of the requirements of the
shift register suggests a minimum length of 22 bits for the
outgoing data path and zero for the return path. These
figures are based on the following assumptions. |
a) The address field, from ﬁhich a chip_decides whether

or not it is to gxecute a command requires 8 bits to

aliow for a 128 chip memory.

b) Three additional bits are required at the end of a

~word to establish whether the command is FREEZE or

e
-

STEP 90,

c) The first halflbf a command word (i.e. before the
address field commences)must be all zeroes with the
exception of the first bit.

The minimum length is therefore (8 + 3) x 2; the
next orthodox (2") shift register size abave this is 32 bits
so this was selected for the outgoing path.

The next point to note is that access is required to
bits other than the first and last of each register so at
least part of the shift register must have parallel outputs.
Rather than complicate the design of the simulation by
using combinations of SISO and SIPO registers, fqur
SN 7#164 (serial input, parallel output) devices were _
'selected to represent the outgoing shift register; this

would alse have permitted access to other bits had this

- 61 -



proved to be desirable- 'in principlé the return register
could have been of zero.length_but, as this would not permit
-as full a check on the des;gn as one of non-zero length,

a 32 bit register wag.selec%ed for this also. As 32 bit
SISO registers are nbt-readily évailable in TTL four 8 bit

SIPO devices were used instead so that flow and return data

paths were identical and the facility.for tapping the return

shift register also existed should this have been required.

4,1.2 Random logic .

The rest of the on-chip control logic proved'to require
39 TTL devices in this simulation, These were suitably
partitioned-between-three boards as illustrated in Figs.
4.1, 4.2, 4.3, The design was checked on-a logic tutor
ﬁénel prior to hardwiring the printed circuit boards. The
section controlling'the cyclic enabling of the four LOOK and
OPEN ports in the free-running condition was easily verified;
the other two boards, however, had to waift for the commissioning
of the external controleiectronics(kmown as chip Z) to be’
fully proved. ‘Light emitting diodes were wired on to the

eight OPEN/LOQK terminals to indicate the state of each chip.

4L.1.3 Pulse Generator

‘The clock waveforms required for the particular variant
of 4¢ PMOS technology selected are very simply related;
those shown in Fig. 4.4 are quite adequate for the purpose.
- Such waveforms are readily avéilable at 5V by NAND gating
~ the relevant outputs of a counter as illustrated in Fig. 4.5

The other regular timing signal, to’ is readily obtained by
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frequency dividiﬁg the‘;ﬁpropfiate élock pulse (¢3) as

shown. Master Clear in normal operation would only be
required prior to the initial setting.up of the spiral and
in the event of a chiﬁ failure necessitating collapse and
regrowth of the spiral. ﬁowevef, for evaluation purposes

it is conveni?nt to per;odically master clear and reconstruct
the spiral; a suitable waveform fbr this purpose is obtained
by dividiﬁg down t0 ag shown,

The mas%er ¢lock input to this pulse generator was
ihitially supplied by a éultivibrator, adequate waveshaping
of this far-from-ideal waveform occurring in the eariy stages
of the pulse generapor. This was méde frequency variable
by capacitor selection but was eventually réplaced by a
Rurpose—built oscillator. ¥

A photograph of the completed module and the detail

of the circuit boards for the pulse generator and control

logic is given in Fig. 4.6,

4.,1,4 16-Chip Array Simulation

This single model of chip A, described above, provided
a check on much of the on-chip control logic as well as of
chip Z (the external cont¥01 electronics required to govern
the development of the spiral). It was, however, quite
incépable of evaluating the performance of chip Z in bypassing
faulty chips and backtracking out of blind alleys during
spiral generation. It was therefore decided to build a
" rack representing a matrix of sixteen chips in an orthogonal
4 x 4 array, on which chip Z could attempt to build a spiral

through a quasi-random distribution of 10 gbod chips. Each
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site provided three edge connectors to accommodate the set

of printed circuit boards carrying the TTL devices. To
indicate the directions to which and from which each
particular chip was sending and receiving data, eight light
emitting diodes were wired into all 16 chip sites. A further
three LED's were provided to indicate the state of other key
points in the logic, to assist in any debugging of the rack
which might préve to be necessary.

A model of chip Z, designed and built by the inventor,
was installed into the réck, together with the purpose-built
clock generator described earlier. This, however, required
substantial expansion of its fanout capability in order to
' cope with the 390 gates loading ¢, and. the 310 loading ¢
in addition to the load imposed by chip Z. This could have
been achieved using power transistor stages but was, in fact,
implemented using eleven 74128 line drivers (taking care to
rély on matching of switching parameters only within a device
. rather than among devices) as sketched in Fig. 4.7.

The rack was .now completely self-contained, requiring
only a 5v dc input - although the high current requirement
(13A in total) demanded care in the selection and routing
of the wiring.

The completed rack is illustrated in the photograph
of Fig. 4.8. The experiments performed with this.are

summarised in Section 4.3.
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4.2  DESIGN INTEGRATION

| In evaluatihg this approach to wafer-scale integration
it is important fto establish that the on-chip control 1ogic.
can be laid out in a reasonable area of silicon, It is
well known that random logic generally requires a
substantially larger area for interconnection than ordered
structures (e.g. shift register) and it was further antici-
pated that fhe requirement to route four signals to all four
edges of the chip would involve a substantial overhead in
chip area.. The proportion of chip area required for the
control logic is expected to depend to some extent on the
choice of circuit technology while the actual area-depends
strongly on the design rules (i.e. minimuwn permissible
dimensions) acceptable to each particulafﬂbroduction line,
Rather than attempt to compare the parameters for different
types of process it was decided to- construct a detailed
layout for one particular process. It was further decided
that the design should be fully engineered for the in-house
processing of workipg devices with the.possibility of later

adaptation to a full-slice array.

4.2,1 Choice.of Process Technolosy

. Both this particular serial memory structure and wafer-
scale integration generally are technology independent so
any semiconductor process technology may, in principle be
selected for their implementation.

The initial selection of technology to be applied
presented little problem, for while the Polytechnic Micro-

electronics Centre had both a proven p-channel MOS capability
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and a bipolar process line, the latter was based on RTL
technology and was at that time lacking in-house buried layer
and epitaxy facilities. It was felt that possible delays in
setting up these procésses or awaiting processing at an |
extgrnal facility were best avoided so the p-channel MOS
process . was considered the obvious choice.

While a CMOS process would have offered the advantages
of reduced power dissipation and increased circuit design
versatility the further development of the processing
capahility to cater for CMOS would have been a major,
undertaking and so was not considered for the project,

Having decided to utilise the p-channel enhancement
mode process the next choice was static or dynamic logic.
Again there appeared to be an obvious cho£;e.- in favour of-
dynamic logic as static circuitry seemed to offer no real
advantage in this application to offset its_substantially
increased chip area and power dissipation,

The more difficult choice arose when the many forms
of dynamic logic were compared, Many variants of both two
and four phase circuits existed, requiring either ratioed
or ratioless transistor sizes. The types requifing ratioed
devices for the active and loéd transistors have the
advantage of reduced noise and fan-out sensitivity and low
clock line capacitive loading. These circuits have, however,
the big disadvantages of considerably increased power
. dissipation and gate area, as-ratioless circuits may use
miﬁimum area transistors - i;e. unity aspect ratio
(W/L = 1) of smallest possible W and L - set by processing

limitations and typically ~ 10um.
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While both two phase and four phase dynamic ratioless
circuits may use minimum area transistors it is possible to
design a substantially smaller shift register stage with
four phase circuitry than with two phase., Power consumption
is similar for the two types;

In choosing the circuit configuration to be adopted it
was considered better to utilise a type known to have been
in common use by the device manufacturers rather than to
experiment with the (perhaps) theoretically superior
designs quoted in the literature. It appeared from examina-
tion of data sheets and catalogues from the major MOS |
manufacturers that there had been a general move away from
four-phase circuitry by the industry., This was due primarily
}to the problem of noise generated by the giocks when driving
the device at high speed (> 5 MHz). However, in this
particular application there was no requiremen£ for high
speed operation, thé dynamic mode having been selected for
its’ other advantaées of minimum bit size and low power
dissipation, so the clock edgés could be reduced in slew
rate if necessary to avoeid this problem.

A comparison of the power/clock requirements of U4¢
dynamic MOS £echnology with those of the more popular 2¢
circuitry (see Fig. 4.9) showed that both types require
four lines to be distributed around the chip. The 2¢
dynamic configuration requires a separate drain voltage
supply and a wired earth connection to connect the p
diffused ﬁOST source regions, The 4¢ dynamic inverter

requires no dc¢ supply and the only earth connection is that
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implicit in the parasitic capacitances to the substrate, for
which a back face contact (also required for the 2¢ circuit)
is adequate. As the @2 and ¢4 clocks are readily generated
at each chip from the ¢1 and 23 signals, only two power/

clock lines need supply each chip in 4¢ dynamic operation,

4.2.2 Circuit Design

Any logic design may be implemented using only one
logical function - either the NAND or the NOR may be used.
The NAND function (defined using negative logic for P—chaunel
MOS) requires the input transistors to be in series; this
in turn requires the spacing between clock lines to be
increased, The NOR function, in requiring a parallel
configuration for the input transistofs, wastes an appreciable
area of silicon in the wvicinity of that gate but does not
require any increase in spacing of the clock lines. It
therefore depends strongly on the relative incidence of
single input gates (inverters) and multiple input gates
whether the NAND or the NOR configuration will offer a more
compact layout for any particular circuit. The NOR element
was selected as this.part;cular design contained many basic
inverter_stages; this enabled all the clock lines to be

run at minimum spacing (see, for example, Fig.h.13)

Control logic

Prior to conversion of the.(random) logic design into
a'bircuit schematic, the circﬁit design phase commenced with
a study of the literature; Various design features were

noted from (21), (B1),(B4),(B8) and (B12) and more
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sophisticated points arose from discussion with workers
in the ;ndustry. Examples of pitfalls for the unwary are
now summariéed in relation to PFigs. 4.10 and h.11.

a) Delay-free inverter.

Delay-free inverters (i.e. gate types 2 and h) must
not be fed directly from a stage which drives another gate
type; for example, the circuit illustrated in Fig. 4.10(a)
is not acéeptable, but must be replaced by that of Fig.
4.,10(b). This may be seen as follows.

If input is at logic 1‘(i.e7 ~ve) c1 charges during
¢1 time and discharges through TR2 and TR3 when % goes to
Earth. Ca is also charged by ¢1. On the negative-going

edge of ¢3, C will cause the voltage at node N to go

a
negative; this -ve excursion can exceed fhe threshold
voltage of device TR8 which will turn on at the beginning
of Qa time, thus destroying the logic 1 held on Ca by
permitting charge to pass to ground via TR8 and TR9.. This_
problem is eliminated by deriving the inputs to the type 2
and type 3 gates from separate output circuits of the

driving (type 1) stage as shown in Fig. h.10(b). Several

instances in the design required this treatment.

b) Charge injection into the substrate.

Without considering the detailed waveforms obtained
at the circuit nodes it will be readiiy observed that the
voltage at a node can, under certain conditions, make a
positive excuréion with regard to the clock zero voltage.

This is shown qualitatively in the sketch of Fig, 4.11(b).

- 69 -



The critical case is for logic 1 at the input, so
that node Andecays towards zero during the ¢2 period (after
¢1 has returned to Earth) and is driven through zero to a
positive voltage by tﬂe effect of the rising @2 edge being
coupled onto node A by parasitic capacitance (mainly gate-
to-drain capacitance of TR2). This positive excursion of
node A allows the PN junction forming the source of TR1 and
the drain of TR2 to go into forward bias and inject charge
into the substrate. The long carrier lifetimes of MOS
material allow this charée to travel to adjacent, or even
distant, régions carrying a favourable (negative) bias., As
this will cause unpredictable ch;nges in logic level at
these collecting nodes, such forward injection cannot be
tolerated. The. easiest method of preventing this effect is
to work with a pseudo earth on the clock lines (or to bias
the substrate positively which amounts to the same situation).
A positive bias of 2V with regard to the clock zero should
be adequate; this could be increased if necessary but it
should be noted that the resultant increase in sSourcew
substrate bias will increase the threshold voltage of all
the MOS transistors on the chip.

A'compiete circuit design was produced, taking into
.consideration such details as the above; this is presented

in schematic form in Fig. 4.12.

Gate Protection

General principles of MOS integrated circuit gate
protection are discussed in Section 6.8.3.
It was expected that the proposed MOS process, having

a single dielectric, would provide a greater ruggedness
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than structures employing a composite dielectric (e.g. MNOS)
where there is a lesé favourable electric field distribution
~within the insulator. |

However, there was no information concerning the
ruggedness of the gate dielectric in thg current process
and it is well known that submicroscopic inhomogeneities in
the dielectric caﬁ-cause premature breakdown (and therefore
lack of ruggednéss). It was therefore decided to include
full gate protection networks on all terminals (other than
substrate earth) of the discrete chip to avoid any evalua-

tions being dogged by failures due to static electricity.

4.2.3 Circuit Layout

The layout of 4¢ dynamic MOS circuits is best under-
taken using a six-clock-line format. The extra space
required by the additional ¢1 and éa lines is adequately
compensated by the close-packing of gates achievable on this
system. At least two variants on this six-clock-line scheme
result in an optimised layout; the one selected is
illustrated in Fig. 4.13, which is an extract from the

complete layout of Fig. 4.14,

Design Rules,

In deciding minimum dimensions for linewidth and
spacings it is.necessary to take full accoﬁnt of both the
limitations of the maskmaking/photoengraving equipment and

- the constraints impoéed by thé particular process invoked
(4¢ dynamic MOS). Included in this latter category are

sideways diffusion, punch-through breakdown voltage
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(dependent on Spaéing and resistivity) and parasitic
capacitance effects. The dimensions quoted in Table 4.1
were drawn up for this project as a reasonablé compromise
for the facilities available within the Polytechnic Micro-

electronics Centre.

Feature Mask gigiﬁgﬁon (um)
PT track width 1 10
Sourcé/Drain separation 1 10
Unrelated pT ~ pt separation 1 15
pt region overlap of gate . 1,2 | 2.5
oxide on channel width

Unrelated PT - gate 1,é 15
separation ) T
Gate overlap of Source/Drain 1,2 2.5
Unrelated gate-gate separation 2 15
Gate linewidth 2 10
Overlap of caontact hole by _ 2,3 2.5
gate

Contact hole linewidth ‘ 3 10
Pt edge-contact hole 1,3 5
separation

Aluminium track width ‘ 4 10
Aluminium track sPaEing 4 10
Aluminium overlap of 2,3,4 5

channel and contact holes

Table 4.1

It must be emphasised that these dimensions are by no
means minimal. For example many workers in the industry

would claim that the minimum separation for unrelated Pt
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tracks and minimum clearance between any gate area and
unrelated P* tracks could be reduced to 10um for the intended
material specification of 3-5Q cm. However, spurious effects
have been detected in:MIS integrated'c;rcuits of various
manufacture in the past due to both of these dimensions

being reduced to dangerously low values. These effects are-
probably less serious for MOS than for MNOS structures, are
believed te be confined to higher resistivity silicon

(2 12 0 cm) and are not expected on the 3-5 ! c¢cm material

to be used in this application. Nevertheless it was thought
desirable to increase these dimensions to the 15um quoted

to ensure an adequate safety margin.

In order to retain a high degree of flexibility in the
layout, no attempt was made to minimise tié chip area by
packing the gates together into the smallest possible space.
As will be observed in the completed layout of Fig. 4.14
there are many areas of unused silicon; the control.logic
area —~ unlike the shift register which is tightly packed -
could therefore be substantially reduced, thus improving

the rétio of storage: control logic areas of the chip.

Test Coﬁponents.

"Several test structures were included in the design;
these were directed primarily towards assessing the integrity
of the P~channel MOS process, The more impoertant parameters
monitored were:. aluminium step pontinuity, Sheet resistivity
~and contacf resistance, Pt sheet resistivity, mask and
agperator misalignment, avalanche, punch-through and field-

aided breakdown voltages and parasitic (field) threshold
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voltage. A discrete MOST was also included in the layout.
To assist in debugging of the design, tﬂreé key points
of the control logic were brought out to additional bonding
~pads; this would assist in fault diagnosis by permitting
access to sections of the logic via a low capacitance probe

or, if mnecessary, via additional bond wires,

Wafer-Scale Integration Compatibility.

To meet the possible requirement for future stepping
as a W,S.I array the North, South, East and West input/
output lines were positioned so that, on removing scribe
lines and bonding pads etc., the P tracks from any chip
would link directly into the corresponding tracks of its

+
track was

four neighbours. For exémple, the "OPEN WP P
positioned on the left-hand side of the chip, directly
opposite the "LOQK E" track on the right-hand side.

To avoid the requirement for bonding éads on any.
(and therefore all) of the array chips it was praposed that
a Special input/output interface chip would be placed in ‘

the array. The advantages of this are discussed in

Section 6.8.4.

Artwork and Mask Preparation.

Having prepared a complete line drawing of the layout
at the smallest convenient scale (500x) several possible
routes for completion of artwork were available.- Hand
~cutting of rubyliths was impracticable for reasons of both
coﬁplexity and scale.' Computer assisted mask generation

routines had been partially developed17 on the Polytechnic
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.

computer but the core storage.bapacify ofl32k'characters

(26® bits) apd'plotting'facglity (10" max. along axis of drum
plotter) then available weée inadequate to cope with a 1éyout
of this size. Sample“plots'of basic gates are presented in

" Fig. 4.15. | )
The most, promising approach at.that time seemed to be-

the CAMP system at RSRE Malvern. This accepts both Fortran

and digitised data as input; both were investigated. The

-

lqnghaﬁd program:ﬂ input is ideal for highly repetitive
‘arrays but not for random leogic; for example the basic type
1 inverter stage of Fig. 4.16(a) requires the 22 line program
quoted in Fig. h.16(b).l The full layout would have required
a very lengthy program with, almost_ineyitably, extensive
debugging which cannot be done efficientl;yby postal
communication.

The digitiser input possibility was therefore
investigated:; dimensional instability of the cartridge paper
with changes of temperature and felative humidity proved to
require redrawing of the layout at 1000x. Part of the layout
was, in fact, redrawﬂ at this scale and successfully digitised
before the highly stable melinex grids (which would have
permitted a scale of 5oox)were obtained - three months behind
schedule.

At this point -an offer was made by the Allen Clark
Research Centre of the Plessey Company for free use of their
 CALMA Tnteractive Graphics system. This was gratefully

accepted and within a further 50 hours the layout had been

generated, plottéd and checked.
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It was not practicable to produce the masks on the
Polytechnic step and repeat camera; the maximum image field
is ~ 90 thou..square so the stepping of the 153 x 124 thou.
chip would have required the interlacing of four separate
patterns fo% each mask.l This would have required very
accurate registration across the boundaries of the image
field - the region where distortion is at a maximum. The
masks were therefore produced by Plessey Limited, Swindon,

via pattern-generator plotted reticle plates.

4,24 Wafer Processing

Several batches of slices were fabricated; this
invelved modification to the p-M(0OS process to achieve
cgﬁpatibility with current industrial'pragﬁice. Major
changes included reducing the PY diffused junction depth
to ~ 24, modifying the boron drive—in]oxidation schedule
to reduce parasitic capacitances to the overlying cloék
lines.and developing a phosphosilicate glass passivation
layer proceés to improve device stability and resistance
to contamination.

Pfoblems arose mainly from the lack of any previous
requirement to process LSI devices requiring both small
geometries and high complexity patterns simultaneously.
These were overcome by careful attention (and modification)
to the photoresist exposure and aluminium etching stages.
One problem, however, still remains. While batches have
" been madelwhich demonstrate low and stable values of
threshold voltage (- 3.5 to h.Ov) there is a recurrent

problem of high and variable threshold veltage., This has
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now beeﬁ tracked down to the metallisation stage - in
particular to the tungsten filaments from which the aluminium
is evaporated. Tungsten filaments generally contain sodium
- a necessary additivé to increase the ductility of the
-metal but a serious contaminant causing grave instability in
MOS transistors. Although purchased as "sodium free" these
filaments are introducing serious contamination to the
aluminium/gate~oxide interface. Control slices from the
Polytechnic process ;ine, metallised elsewhere by electron
beam evaporation have produced consistently low threshold
voltages while in-house metallisation (on others from the
same batch) produces high and variable threshold voltage.
The general consensus of opinion in the industry is that
filament evaporation of aluminium cannot gé used as a
consistently reliable procedure for MOS devices.

In view of this fact and the current lack of alternative
in-house facilities it was decided not to spend further time
attempting to process working devices until in-house electron

beam deposition is available.

4.3  CONCLUSIONS ON CHIP A DESIGN FEASIBILITY.

The TTL simulation has verified the design of both the
on-chip control circuitry (chip A) and the external control
electronics (chip Z). This work illustrated the necessity
for retaining information on_the route taken by the spiral
in order to backtrack out of blind alleys. Chip Z now ‘
stores the "OQPEN" directions of the last 8 chips; to cope
with longer back-tracks would require further storage

capacity;
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In addition to creating single spirals the rack has
illustrated the ability of this logic design to permit the
simultaneous generation of two spirals without interference.
Two models of chip Z connected to two different chip A sites
controlled the growth of two adjacent spirals in the array
without ﬁny interaction,

Chip 4 is currently being rebuilt to a more fully
engineered design. This will incorporate coutput buffers to
provide p-MOS compatible waveforms {Ov and -25V rather than
Ov and + 5V);

The integrated circuit layout of chip A demonstrated
the feasibility of other aspects of the design concept. The
control logic, although dominating the ch;p lzyout, in fact
required an area approximately equivaient‘fo a 256 bit shift
register -~ a negligible overhead on (say) a 5K bit device,
Although the'metallisation is required fto route four signals
to all four edges of the chip there were no serious topolo-
gical problems in implementing this. Chip area requirements
of control logic and intercgnnections are discussed further
in Section 6.8.5,

The supply of working chips, atthough of real benefit
to algorithm simulation had it been achieved, was not a
necessary part of the present study, being more relevant to
the subseqﬁent on-going development of W,S.1I devices.
However it is noted that the lack of adequate metallisation
- facilities is now believed to.be the only préblem preventing
the manufacture of working chips; certainly several slices
have produced many chips on which there are no visible defects

likely to prevent correct operation of the device.
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Circuit for TTL simulation of on-chip control
(Part 1 of three),

,hL : | illo i
3 '3
N T
A 93
Ve s s T2
ic > le 2,
2 Q. & @
_}Jﬁ '
L
i
“93
t& s
D ¢
R @
i
— e
(& &
12 e
e s
.réf’
j A
b3
| i
SlEs }
{ OPEM H OPEN H
- /s
19 ke — e |2
La 3
s 1
g o
..‘IJS_‘IfI-‘ [ R
e D ; c D :
5 < 2 el
TN T 4
fie~ [Jc I2 Jg ]_f]o
; 3 i
i I A
L i)
93 \SE
JaA T J4.T13
::D c T <,
X =
18 “les
- Y y
R Q! ] Q;
i :
iD ¢ D cl
WY fgﬁ
bé 1
A N
i 3 !l l 3 |
] Fl——?" LooK C ’I____? took i -[,.-,
\L E v 5 ) v
Look
w




?, ¢ & |

INE3 (W) , 1 ()
" c__;@ I £2%
r”* N E5 )
' LaMMAIND
— L e
i "
13 /_P ® U, 2He d— |
—u , 13
e e
§
T & ’ l—_—
3 0]
ﬂ ﬂ
fl 1" 7
g5
q
I.c. STEP 90
— MASTER -
T = E
0 /] P Sl — N
—_— @ 15 13; 23
FRem 223 _ I
/ F N
16 2HAQE | -__1 - e __—‘*," A TATA
130 TN 32,—~| s SFT? 57 From e
L L] s /3
843 8433
7 iz
3
8
I
6 &
Iy
o BéL ]
q  7-1a3 3 'I_
| N E—
ki [
d I 8o0—13 15 2
In w o/ 3 ap—r q—>
LN (Y] 13 i)
. =113 r‘
IN 3
Ly(H) =13

FIiG, 4.2. Circuit for TTL simulation of on-chip control
logic. (Part 2 of three).

- 80 -



75 8w , T
L 1, 3> fRem Mw
-::,as_jr'—\, 73 e/
3 3 st iz
l...fj_ -— 2 /bljl’s = 12 l
N P
- l _l* é FRoM Ms
To B ]__ FAD 17 gt
Yo BE_| ™ .
:i |l; 60-¢  1om {1 so—7 4 i
. g T3 q ’ '
i #4 L i i 1. s FReM ME
h— 7R
_‘m " —> FRov M N
o5 0
'FRoM ‘ 5 L From f“
M_u— Fa— A {Fack Fit)
N2 (L 2% time)
I"L...'.'J_“‘—"’ In(L)
P '
¢ 1
> DFEN W - CPEN S
RoM . - 2 .{
5-2. i ¢ ! f3| -‘r.snw’% -'l 3 2! ~To M.S.
== e
FRom '
&
A . S VO
\ 13 |‘5j _ oPZN N OEEN 2
B Lo T
To Sheet 2 i ID;%—-TaMN TN Iy To ME
D— (‘f‘ack Mq) 13: T 13—
—
TAD 18 _|
' g 1 g — K I E]
2 2 !2 r_J’. !
34 5 3 pni2ag {3:.56r:'r:zr% ]355’6.'>r:|z.-3 5 T2 1ok 1Y ik .
. = Satmes: | : ! e K LS
-5 Hl“ Hll'“l HTIIIJ ]lll} ‘—-(h,,:\
. v
3 13 " : [—-—‘—‘
|

—_— sk Me
¢’ i [—lr 6 2 & sheer &)
_2 '
.I . |
8 8 r ? |

31 () :l_
21108 5 i 3 mi1an 3l §
j’HHIH T

EIG, 4.5.

A2 5 541

[T

{(Part 3 of three).

- 81

FTTTIT &

Circuit for TTL simulation of on-chip control
logic.




VI UUTV U T e
— . &

TPV ITrErrirvvsryyT &
..__ﬂ_ _ﬂ._..r'i IR |

cLFA"-

FIG. 4.4. Pulse relationships for four-phase MOS implement-
"~ ation of on-chip control logic (chip A).

GRD cAD -
LeCre | Losrc M

3&%_ PO (345 8 ts

3
2 Zalid 4 ot 2 a3 B ¢ '
Eost ved l_"..'IJ-r ) zl .
B l l_ i
Yer r Vee
D
7820 T c
q
IF A A
13
. ri2e T Gr”
S? ; ; :;; TiaL% & ) :__; ;
LaG-te it

e

u.r'x ’ 71w
| SR P 7Eed € 4

TF ki D t2 IR

I

Yee

'
L2e H

MASTER C1ZAR

Rl
b
I

*

FIG. 4.5. Pulse generator circuit.
- 82 -



- 83 -

e 1

] b i -

o ¥y - - * o

| .. T e

i B

IR ,.M P
e L

—
1}
o]
o]
g
<t
j=h
wq
=
o
2
m
3
L
G
e
=}
o
o
o]
[
]
O
A
2
-
=
[+
&
-
[+
o
14
t
@
—
[« 5
g
O
[ & ]

4.6.

FIG.




COPYRIGH T
MIDDLESEX POLYTECHNIC
ENFIELD

NEG REF.LD.2Y



FIG

:—>°"_ £,

Spe k.

) o

—— M. C.
ouT

=

W ofF 74128
LINE  DRIVERS,

e

=
=D

0 -

e’
o
AN
= 1

- 84

— 5&' SuUTPUTS

{one Fo~
J each )
swbrack )

Ensjcat)ine
— ‘
S
S B B
— ?3 QUTPUTS
- (ome For
}gigﬁuc-()

Power driver output stage fdr pulse generator.




\ |

FIG. 4.8. The completed rack for the 4 XA chip array
simulation,

- 85 -



, 4, ¢ 4

I N A L
| B R
5’¢2—4 ¢— €¢_—|
o |
;QW_T__“_ﬂ S _r__ﬂ
i ¢, #3 #

Cr L

|
I
ONE BIT %

i

AN

Two-phase dynamic MOS shift register cell.

FIG. 4.9. Comparison of 4@ and 2¢ dynamic MOS power/clock

rail requirements.
- 86 -



-
~a.
Lo

B

: '—_.TF\! ) ___I l'—'T'.:’."i ’ -——-; —TR7
Nede 'N —3 /7 ; %o/p
; |
| || - |
r,fr~——-———{ _TF«Z i P‘,r—-—{ | T £ ] | TRE |
. ) |
. t m.}.., . | 3 R — TR @ - C'E.
{fe I e B R F. ! SR
A
YA
Cl C— - -y

iﬁ

§

!
L
i
|
[

'
L

4.10a. Incorrect circuit - causes loss of data.

4.10b, Acceptable circuit for type-1 gate driving types 2&3.

RiA —‘1 ) TRIZ . —i —i%o,/'.” —‘ltj_.//OF"
|

resl——[ " re

T
| |
2, — _:*? G TR22 |’ 554

| L —1'___ TR @

P ' %

FIG. 4.10. Driver stage for delay-free inverter.

- 87 -



' —‘ Node A T

Pp—i | vr2 g, —i[ =S
|
L/.-" | i
PR
; -7
Z : Pa

v .
Pastbive CRCUFSIOR

of node R

FIG. 4.11. Circuit, .clock waveforms and voltage at internal
node - showing origin of charge injection into

substrate.

_ 88 -



A {;IM S . e “-”' ' Pm,,a? szm FROM -raj B . 328 332 o .533. . B #
N J”. I mj_:i":mm_ SRR ) D R ' _ ' N TN ST
: Coa : : - : I SRS I SRS I e _ _d iy

FIG., 4.12, Schematic of on-cﬁip
control logic (4g MOS).




L

e

o

S

O D

G D
B -
i IS
]|
F{ T

o

[—

)

¢

-chip control

Typical section of layout of on X

PIG. 4.13.

logic.

- 90 -



e T

; L-L!:_,r 1 - P LI

1] nnnn
-’T‘____ r_l tHE ';’r—‘-l
é;jj:;!ﬁgﬁa, T £ = i
. A || = = |
- s by ] El ‘- 555 ;
- - '—_.‘-l : i
ezl nag | e HL
']l.- - = I-Iu l--gzl!.li . EEE 1 ::
"? 4= 7o 11 . l:
st ._IL ‘ =
3 I i'f.. Il:!, ‘-n -ﬂ. - :n
=3 "'Ill'ﬂ 1 Kn
IE guson El-l- '.IE"' : "
:- I ; .__Ii : r - i : I n
. . HE 2 F X
117 -‘ ’ -T '
it litiEs :
..

(3

a0 .
:I|| l: ‘; .

=g 10 0al[e]
—
)
.!
B1REEYS
! 3
a8
-
|
—H
1

=
2 B ]
[

s -l ol

1
S 1]
—
=Ri=jcy mpelell o
“H-EERE
) II‘4'
| B 1

1

Corr

N HE
i

1

Layout of completed chip.
- 91 .

[N 8 N1

4T




[ERI L Rk B
(Eill A= : IE

RS m [N

e B LR |

Ll—|2 | | rD

(Key overleaf)

- 92 -

AT | il ﬁwu!ﬁ“

1
1]
Cu—
1
*
=i
4
[
B
!
[ SN
|>......_'.._
§
:
;

T

—
|
<
—
{
|
]

1o

Examples of in-house computer-assisted layout

of 4@ MOS gates.

5 o

4.15a.

A -

FIG.

EE TR || - ST
L _ | _ 3

| ,lfz:




i

 E—

PIG. 4.15b.

[ N R T I

—
O 0

11-13

Half bit delay inverter type 1
Half bit delay inverter type 3
Alternative layout for type 1
Alternative layout for type 3
2-input NOR gate type 1
é—input NOR gate type 3

Fiip Flop (type 1 - type 3)
Delay free inverter type 2
Delay free inverter type 4
Shift register (3 stages)
Examples of the (many) tag types required.

Lavout of clock lines

®a

Bq

Pa

]
@]
0
]
1
&

[Di'

]
0
0
1]
i

R—

o) 1]

=

)

O
Eht
&

[

Further in-house computer-assisted layouts.

- 93 -




90 H

80 -

70 A

TTTTTTITITTTIIT T T T IR T v e sy

o
@
J

50

40 -

30

20

RAANERARRA A EEARA AR RN AR R LA EEERE

(&
|

TTTITTTIITTITTITITTITTITTITo T ]

0

10

"JOB" MPRCA;

[
o

11
12
13
14

15
16
17
18

19
20
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"PITLE" M.0.S.
"NEWGROUP"
"RECT" (1)
"RECT" (1)
"RECT" (1)
"RECT" (1)
MRECT" (2)
"RECT" (2)
"RECT" (2)
"RECT" (2)
"POLY" (2)
"RECT" (3)
"RECT" (3).
"RECT!" (3)
"POLY" (4)
"RECT" (4)
"RECT" (4)
"RECT" (4)
"POLY" (4)
"RECT" (4)
"POLY" (4)
"RECT" (4)
"ENDGROUP";

Ww 03 Y 1 B W N

TYPE 1;

INVTR 1;
0,6:8,22;
0,32:8,16;
0,52:8,20;
0,76:8,8; -
1,7:6,63
2,26:4,8;
2,46:4,8;
1,59:6,6;

2,70:4179196"61
-6,1,-7;

2,8:4,4;
2,60:4,4;
2,78:4,4;

0,0:12,4,-4,10,
-8,-14;

0,18:12,4;
0,26:8,8;
0,38:12,4;

0146:8:-4:414’-1 1
_8-, -

0,58:12,8;

0,70:12,4,-4,10,

0,88:12,4;

FIG. 4.16. TLayout and CAMP program for 48 MOS gate, type 1.
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SIMULATION OF SPIRAL GENERATTION IN RANDOM ARRAYS -

This chapter describéé the computer simulations of the
building of chains of good chips in flawed arrays. It is
seen how a consideration of the limitations of algorithms for
spiral generation led to the proposal of a tqroidél array
structure. Results of such simulations are presented.

The main features characterising alternative approaches
to the creation of serial memories in iterative chip arrays

are: -

i) the spatial configuration of devices which may input
signals to or receive output signals from a given
device, called its neighbours and

ii) the Sequence of selected inputlanduéhtput connections
as an assembly of devices is configured.
A schematic of the algorithm is given in Fig. 5.1;

.the growth of a spiral in each array type studied in this

section is indicated in Fig. 5.2.

The algorithm names adopted in these studies are
historical (rather than logical) but are mnemonic.

C1 is Catt's original algorithm10 on the square array.

M2 is the second algorithm investigated on the same.
square array (M= Middlesex). This is an 8 nearest-
neighbour algorithm.

T1 is the C1. algorithm on a toroidal (square) array.

M2T8 is the M2 algorithm (8-way) on the toroidal (square)
array.

Q2 is the M2 algorithm on a quincunx array.

HX is an extension of the C1 algorithm to a hexagonal

(six nearest neighbours) array.
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5.1 SQUARE ARRAYS. - * '

In ordar to cqmpare Yarious algorithms it'is necessary
to set some form of benchrark for comparison. A target of
a 128-chip spiral in.an array of 400 chips was selected
(somewhat arbitrarily) as such a standard for assessment.
Initial studies in this area were made by laborioﬁsly
plotting random chequer-board patéerns as shown ih_Fig. 5.3,
using random number tables (e.g. 0-2 for black, 3-9 for

white generates, on average, a 70% yvield array). The sizes
of groups of "good chips; were also noted, realising that
this represented a maximum possible.sﬁiral length as the
chain might well not be able to utilise all the good.chips
within the largest group. A computer program was later
developed to generate and plot such arrarg by look-up of
random number tables. This was then extended to produce
~the required random numbers using the computer and to
generate a chain of "good circuits" in the manner required
by the particular algorithm. This procedure, detajiled in
the computer program of Appendir. IT, is now summarised
with reference to Fig. 5.4,

A random array of good and bad chips is generated
to a target yield by assigning to each site on the 20 x 20
matrix a random number in the range 00-99. For a target
yvield of, say, 73 percent the numbers 00-72 represent good
chips and 73-99 represent bad ones. A Eheck is kept on
the frequency distribution oflthe numbers so generated to
ensure that no datectable order is buijilt into the array.

The nature of this check is as follows.
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It may be expected, on average, that four numbers will
occur either less than once (i.e. not at alll!) or greater
than 8 times when selecting 400 numbers at random from the
range‘60-99, the general form of the distribution for each
number beiﬁg as shown in Fig. 5.5. The frequency of
occurrence of each number is plotfed at the top of Fig. 5.4-
(direction of increasing fregquency is downwards), the
horizontal lines representing frequencies of one-half and
8% so that: on average, four peaks or troughs may be
expected outside these limits, It is accepted.that this is
not a rigérous test of randomness of the array so plotted
but - as already noted - the distribution of bad chips on
actual slices is not truly random either. ’

Having generated the required 20 xuéb pseudo-random
array the program then attempts to generate a spiral of
good chips on the array, bypassing faulty ones and back-
tracking out of blind alleys as necessary until eithef the
required 128-chip spiral has been genérated or the spiral
has failed to reach the 128-chip target in the preset limit
on the number of trials. The maximum and final lengths of
unsuccessful spirals are also noteq, as illustrated in
(the earlier plots of) Fig. 5.6(b), for which a key is
presented in Fig. 5.6(a).

It will be observed on these plots that the spiral
starts at the centre of the array; if the 11, 11 point is
a bad chip (co-ordinates related to origin at bottom left

hand corner of the array) the simulation is wasted. The

program was later developed to permit: the starting point
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to wander on the array until a good chip is found. If this
first chip happens to be walled in by faulty ones, however,
the run will ferminate. The spiral progresses in a
clockwise direction until it reaches the array edge when,
because it is always attempting to turn clockwise (and
hence off the array), it proceeds in retrograde direction,
hugging the array edge. Note that the computer has no
prior knowledge of either the fault distribution.on the
array or the position of the spiral in relation to the
array boundaries - thus replicating the problem_observéd
by chip 2 iﬂ constructing a spiral. Every new chip is
added only after testing for a faulty chip and an array
boundary, as would be the case when generating a spiral on
an actual wafer; the implications of'thig point in limiting
algorithm performance are disgussed in Section 6.1.

These studies were then extended Eo arrays on WwWhich
the spirals were permitted to attain their maximum possible
lengfh and a range of target lengths.

Having verified the spiral simulation procedure by
analysis of plotted output these array plots were then
abandoned in favour of a listing of the salient data
summarising'each spiral's performance as listed in Table
5.1. 8Six thousand simulations of slices with pseudo-
randomly distributed faulty devices were carried out at
yields ranging from 40% to 100%.

Results of these trials are presented and énalysed in

Séction 5.4,
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Type of algorithm {e.g. C1)

Starting number ¢f random number generator
Dice yield oﬁ array

Percentage of good chips used

.Percentage of total array chips used in spiral
Final spiral length

Maximum spiral length

Total number of chip tests to final length
Total number of chip tests to j28 chip length-
- Total number 6f chip tests to maximum length
Total number of data times to final length
Total number of data times to 128 chip Eéngth

Total number of data times to maximum length.

Table 5.1

5.2 HEXAGONAL ARRAYS

The 4-way algorithm computer program . was extended
to cover the hexagonal array; this, together with its
flowchart, :i;s detailed in Appendii IITI. A plot from this
program is illustrated in Fig. 5.7.

In this format the good chips are reﬁresented by
hexagons and thé bad ones by six-pointed starsm.l The
spiral is launched near the centre of.the array and proceeds
iﬁ an anticlockwise direction, again bypassing faulty chips,
backing out of blind alleys and turning retrograde at the

array edge. On this plot are also indicated,as short spurs
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on the spiral leading from the centre of each good chip,
directions which have been accessed arnd rejected - either
(i) because a chip was faulty, or (ii) it had already been
included in the spiral, or (iii) it was ocutside the array
boundary.

As for the square array, these trials were initially
restricted to a target length of 128 chips and were then
‘extended to various other target lengths (including the
maximum possible length obtainable by the spiral). Results
from six tnousand.such simulations are summerised in

Section 5.4,

5.3‘ FINITE UNBOUNDED ARERAYS

During the studiee of the rectanguler amd hexagonal
arrays it became increaeingly apparent that the serious
berturbatimiimposed on the path of the spiral by the array
‘"edge caused a major reduction in algorithm performance.
In being forced into retrograde progression along the array
edge the spiral tends to trap large areas of good chips so
that they are no longer accessible to the developing spiral.
They will, of course, eventually be accessed as the
(unsuccessful) spiral backtracks (eventually to a single
chip) but by this time the damage has been done - the
.aléorithm has failed to construct the target spiral. On
fealising the importance of this limitation the (effective)
elimination of the array boundary was proposed as follows.

The wafer may be converted to a finite but unbounded
array merely by ensuring that all edge chips have their

outputs fed back into inputs of other edge chips. . Nothing
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would be gained by feeding back into the adjacent chip as
they are already connected in the array. Linking to the
néxt but one neighbour might seem advantagecus until it is
realised that the edge output on a chip at (say) the
northernmost point of the slice would expect to feed out

to the North and hence into the South ("LOOK") input of theh
next but one chip. This chip would, of course, already have
its South input coqnected into the array and could never
accept the data in via its free (northern) input from a
North edge chip as it should be'looking in the opposite
direction at the phase of t0 when the signal appeared at

its North input. One could, in principle if not in practice,
feed the output of each edge chip into its Qiametrically
opposite counterpart but a more subtle oggan;sation is to
convert the array, topologically, into a torus.

To achieve this toroidal configuration (without
processing doughnuts of silicon!) the East output and input.
-0of each chip along the right-hand edge of the.array are
arranged toiconnect directly into the corresponding West
input and output of each chip along the left-hand side of
the array. This converts the array kconceptﬁally) into a
cylinder. The North output and input of each chip along
the top edge of the array are then arranged to connect
directly intp the South input and output of the cprres;onding
chip along the bottom edge of the array. 7The array boundaries
then become transparent to the developing spiral - as if the

array were constructed on the surface of a toroidal crystal

of silicon., The procedure is net limited to square arrays;
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the hexagonal array, for example, may be similarly

connected across the three opposite pairs of edges - without
attempting to visualise the geometric form of the figure so
constructed! Similarly the connections do not need to be
directly across the array; moving to the next row or
column when fraversing the array, for example converts the
-afray to a helix. A provisional patent has been filed on
these structures.

One advantage of such arrays is that the spiral ma;
be launched near the array edge - thus easing thé assembly
problems - with a less serious effect on its growth
patential.

The computer program to cbnétrqct this tarcidal
array algorithm —'essentially a developmégt of the basic
rectangular array program of Appendix II -is not quoted
_here, but a plet of such a toroidal array is presented in
Fig. 5.8. As the interpretation of this plot in the edge
region of the array is not immediately obvious it is now
explained.

In erder that the array edge should appear tfans—
parent to the developing spiral, the same cyclic sequence
of directioﬁs for LOOK/OPEN must continue across the edges
of the array; that is, the use of the toroidal facility
‘- must not be a "last résort" but must be included in the
normal choice of directions. Consider, for examplc, the
sitpation after the spiral has-backtracked to ¢hip number
57" from the large blind alley {bounded by bad chips and
the early part of the Spiral) in the lower right quarter

*

of the diagram. The nex% chip incorporated (No. 58) is at

- 102 -



the extreme corner of the array. After attéﬁpting the normal
clockwise turn and finding chip o faulty the spiral then
accesses chip B (top right-hand corner of array) to find
this also is faulty; chip ~((b0ttom left-hand corner) is
then accessed (again faulty) before the spiral backtracks.
At chip 57 the new direction (only one fe-try permitted on
backtrack) takes the spiral to chip & on the left-hand edge
of fhe array. Chip & is marked ¢ , indiéating that the
spiral has just come onto the edge from the other side of
the array. Chip § , unfortunately, leads only te two more
chips so the spiral must backtrack from this blind alley
through chips 57, 56 and 55 before the toroidal facility
brings the spiral across the array to chip £ from cﬁip 54
and the spiral proceeds normally to chip 99. At chip 99
the spiral, once again, crosseé the array edge - chip 100
appearing at the left-hand side. At chip 104 the fifst
attempt accesses the bad chip on the left-hand array edge.
The second .try attempts to re-enter the spiral runnggg

down the right-hand array edge; the third attempt is
successful, finding a good chip (éue South . of chip 104).
Note, however, the change in 1line format of the plot: this
reflects the fact that the'spiral has attempted to leave
the array edge at chip 104 and so chip 105 is -included ag.
if the spiral had Jjust come ont; this edge'of the array.
The two lower chips are similarly represented - before being
overprinted with the diagonal cross repfegenting chips
rejected on backtracking from a blind alley. Chip 106 (due
East of 105) is also represented in this way - the program
assuming that an array edge has just been crossed - before

&

the spiral continues normally to its completion at chip 128.
- 103 -



As for the €1 and HX algorithms the sﬁirals were
initially restrictéd to a target of 128 chips and then
eitended'to covér various target lengths from 50 to the
maXimum possible spiral length attainabie; the array yield
range was, again 40-100%.

Results of six thousand such simulations are presented

in Section 5.4.

5.3.1 Extension to Octagonal Afrays

This simulation was not extended to a finite unbounded
hexagonal array but probeeded directly to the most powerful
practicable algorithm that could be envisaged. This was an
eight-way algorithm (with toroidal facility) where each chip
may access both orthogonal and diagonal nearést neighbours
- as King's move in chess. Such an array is illustrated in
the computer simulation of Fig. 5.9 it could be constructed
from identical chips, without wasted space, as sketched in
Fig. 5.10. Results of 6,000 simulations of this 8—wayl
toroidal aiéorithm are compared with the more basic

algorithms in the fbllowing section.

5.4 COMPARISON OF ALGORITHM PERFORMANCE .
It has been noted in Section 3.4.3 that calculation

of array vield as a funcfion of chip size and defect

“
.

density is possible if assumpti;ns are made as to the

nature of defects. However it is more realistic to obtain
this relationship empirically; it is theﬁ found to depend
on the cheosen technolegy and design rules and is typically

of the form quoted in Fig. 5.11. This plot is from data
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obtained auring di scussions with the indqst?y and relates
to an MOS type of process. N

While W.,S.I. arrays may eventually be manufactured
on rectangular wafers it is likely that: the conventional
technoalogy will be applied in the first instance. To assist
in relating the algorithm simulations to actual slice-arrays,
Fig.5.12 plots the number of complete square chips on wafers
of 2", 3" aﬁd'h" diameter. These curves are interpolated
between the points plotted and assume accurate.alignment
of the array such that the slice diameter lies along a grid
line in both X and Y directions.

In order to obtain a direct comparison betﬁeen the
various algorithms-it is desirable to select arrays of
similar size for each algorithm. However, a further
consideration of major importance for a faif comparison is
that the array structure should fit the algorithm - that is
at high yield levels the algorithm must be able to fully
utilise théharray. Failure to comply with this requirement
is illustrated by the poor perforﬁaﬁce of the M2 algorithm
(see later). On a square array its performance (with
eight nearest neighbours) is markedly inferior to that of
the basic C1 algorithm (with only four nearest neighbours).
On transferring it to the quincunx array, however, its
performance (QZ) attains the high level to be expected from
an 8-way algorithm. (Note also the effect of the elimination
of the array boundary (M2T8) in optimisiﬁé an array for -a
particular algorithm).

In striking a balance between these two requirements
of constant array size ang optimised array shape, the
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hexagonal algoritﬂm is put at a slight disadvantage (only
392 chips on an approximately circular array) while the
quincunx algorithm has 421 chips compared with the 400
chips of the C1, T1, M2 and M2T8 algorithms,

Criteria of practical importance in assessing
algorithm performance include the area of device required
to implement the on-chip. control logic, the variation of
spifal length as a function of device yield, the yield
_required to achieve particular target ;engths reliably
and the time required to carry out the- test and spiral
generation.

Fig. 5.13 illustrates the sequence in which a
device's neighbours are tested during spiral development for
each algorithm. The data are received from Ehe device
marked *O" (the current penultimate device in the chain)
and the central device (currently last in the chain)Atests
its neighbours in the sequence indicated until a good
device is found and.addea to the chain. )

All the aigorithms studied were designed to assemble
devices into a tight spiral, bypa;sing faulty devices as
described above. Although the performance of an algorithm
may be improved by permittiqg non adjacent chips to be
accessed to extricate the spiral from blind alleys (as
discussed in Section 3.4.4), it is desirable to reduce
interconnection crossover problems by requiring a device's

neighbours to be physically adjacent to that device. This

restricticn was applied to all the algorithms studied.



In assessing the relative performance of different
algorithms one may either set an arbitrary target length
for the spiral to achieve or, alternatively, require the
algorithm to produce the longest possible spiral length on
the array. It is probable that practical applications of
such memory devices will require a fixed length for the
spiral and, with this point in view,. the initial results
related to a fixed (arbitrary) spiral length of 128 chips.
Results of several hundred such simulations of the Ci, HX
and T1 algorithms are presented in Figs:. 5.14, 5.15, 5.16.
Each data poinf represents-a minimum of twenty spirals and
the error bounds are calculated for 95% confidence limits.
The best smooth curve fit to the data is also drawn; these
curves are superimposed on Fig., 5.17.

The sharp transition of the C1 algorithm from short
spirals at < 65% good chips to long spirals at 2,75% yield
compares closely with Manning's result®? quoted in Section
2.2k,

The mean values of the maXimum spiral lengths attained
in the 6,000 simulations per algorithm are plotted in Fig.
5.18 as a function of percentage chip yield in the arrays.
Fig. 5.19 records the percentage of good array chips used
in the spiral as a function of percentagg chip yield for
each algorithm,

Fig.5.20 illustrates the effect of varying the target
length for the spirals by plotting the percentage yield
necessary for 95% of the spirals to reach the target length

against that target length.
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Fig. 5.21 relates the test time required for the
assembly of spirals to the percentage yield on the slice

for spiral lengths of 50,100 and 200 chips.

5.4,1 Attempts at Curve Fitting of Empirical Data

The general form of the distributions presented in
Fig. 5.17 is a monotoniéally increasing function. At zero
yield there ié obviously zero chance of any spirals reaching
any non-zero target length whereas at 100% yield a good
algorithm on an optimised array should be able.to incorporate
all the chips in the Spiralt Such an idealised characteristic
of an algorithm is sketched in Fig. 5.22. The ordinate of
the line x’ x” must depend on the particular algorithm
(primarily number of nearest neighbours and transparency of
array béundary) and on the target leng?h for én array of
given size. 1In principle any continuous distribution can be
represented by an infinite polynomial . series so the
possibility was considered of deriving the characteristic
equations Ebr the algorithms in polynomial form.. Exact
solution was expected_to be impossible as this type of
distribution almost certainly involves exponential terms -
there is, at least superficially, some rTesemblance of these
sigmoid characteristics to the Fermi function; to aﬁproxi—
mate this by a polynomial . series would require considerably
more than the maximumlof a 10th order polynomial available
on the Polytechnic_computer program, .

Results of these trials were, however, disappointing.
The cutput for a low order pelynemial (degree 3) showed

considerable overshoot.of the O and 100% abscissae as shown

a LN



in Fig. 5.23. Even the addition of heavily-weighted data
points failed to prevent substantial overshoot. When given
a greater degree of freedom (up to 10th order polynomial) the
overshoot was slightly improved but the plot tended to follow
individual data points rather than the required best smooth
curve through the data .as shown in Fig. 5.24.

At this point these trials were postponed =~ pending
the-availability of a more generél curve-fitting program
- to concentrate on more urgent aspects of the prdject and

have not yvet been resumed.
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1 69 67

2 65 56

7. 3 61 40

4 68 66

5 69 68

6 72 60

7 69 51

FIG. 5.3. Random arrays - 10 X 10 matrix, nominal 70% yield.
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FIG. 5.7. Computer simulation of hexagonal array with spiral.

FIG. 5.8. Annotated plot of toroidal array with spiral.
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FIG. 5.8.

Le1s
87035 .

Algorithm type (toroidal B-way)

Starting value of random number generator
Dice yield on array (58,75%)

Percentage of good chips used in spiral
Percentage of 20 x 20 chips used in spiral
Final length of spiral (backtracked to input chip)
Maximum lcngth attained by spiral

No. of chip tests to attain 153 - chip spiral
No. of chip tests to attain 128 —'chip spiral
No. of chip tests to attain final length
Total number of shift register c¢ycle times
required to form final, 128- and 153- chip
spirals (e.g. 128 chips, 1k bit, 1MHz b.r.f.
—>» 46.2 secs.) ’

Numbers around array edge indicate the scquence in which
spiral leaves the array and rcjoins the opposite edge.

Computer simulation of spiral formation with

8-way algorithm on toroidal array.

- 116 -




Passive link acrass
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PIG. 5.10. A possible 8-way chip structure.
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FIG. 5.11.  Yield vs. chip area parametrised by defect
density (no. per square inch).
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device are tested.’
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FIG. 5.14, Percentage of spirals reaching target of 128
chips on array of 20 X 20 chips (vertical) vs.
chip yield (%) for square array.

- 119 -




100 = ; O
- HeXagonal
go+4 Array
-y j )
!
60 -
.40
2.0 -
_ ‘\\:,-.,_‘___ /.\\/
. X X/ _
0 5 I;ZIIIIIIIIIIIIIIIIIII

50 55 . 60 - 65 70 75 80

FIG. 5.15, Percentage of spirals reachiné-target of 128
chips on array of ~400.chips {vertical) vs.
chip yield (%) for hexagonal array.
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FIG. 5.16. Percentage of spirals reaching target of 128

chips on array of 20 X 20 chips (vertical} vs.
chip yield (%) for toroidal array.
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FIG. 5.17. Percentage of spirals reaching 128-chip target
' (vertical) vs. chip yield (%) for saquare,
hexagonal and toroidal arrays.
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FIG. 5.18. Mean maximum'spiral length vs. chip yield (%).
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FIG. 5.19. Percentage usage of good chips (vertical) vs.
chip yield (%).
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FIG. 5.21. Speed of spiral formation.

- 123 -



100

80 T
Percentage
of spirals .
_attaining
target 60 7

40

20

.
— — — — m— — — ———

e — S my)

80 100
Dice Yield (%)

FIG. 5.22. Idealised characteristic of algorithm.

- 124 -



100

80

60,

100

80 -

60

40-

Y
55 60 65 70 NG 80

FIGS. 5.23-4. Algorithm approximation by polynomials of
degree 3 and 10. (Weighted End Points).

- 125 -



DISCUSSION AND REVIEW »

Based_on an analysiéaof the results of spiral
simulations presented in the previous Chapter the general
principles underlyiné_the behaviour of algorithms are
considered. This leads 6n to the presenfation of new
memory structures. The.concebts.of fault and failure
tolerance are then sfudied followéd by a consideration of
potential)p%oblem areas in.thé implementation of W.S.I

technology. Topics relevant to the commercial viability of
W.S.I memories are then discussed with particular emphasis
on assembly technology and a cost compariéon of conventional

and W.S.X memories.

6.1  DISCUSSTON OF SPTIRAL SIMULATIONS. ™.

From the studies of these algorithms it would appear

that there are two distinct mechanisms which can limit the

growth of a spiral. Firstly, the spiral can be extinguished

because the yield is inadequate to sustain growth and,
secondly, the array boundary may impose an insuperable
obstacle to continued spiral development. The first of
these effects is analogous to the stifling of a chain
reaction (e.g. by increasing the degree of neutron capture
in a nuclear reactor) and would, in the absence of edge
effects, be expected to show an extremely sharﬁ transjition
between rapid extinction and indefinite growth as the vield
increases. The second mechanism is expected to be a complex
function of the array geometry, organisation and algorithm
which is attempting to create the spiral. It must also

depend on array yield in that more backtracks will occuf
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at Jower yield levels arnd so the spiral will require to make
use of a greater propoftioq of the array and hence he more
affected by tﬁe array boundary. )
A further complicating effect is that the finite array
size must cguselan abrupt curtailment of the probability of
-completing -the 128 chip spiral at a definite chip yield;
e.g. if the yield is < 32% then tﬁére must be less than 128
good chips on the 20 x 20 array and so the target cannot be

=

achieved.

These effects must result in a very complex dependence
of the percentage of spirals which reach the target on the
array yield. In order to attempt to separate out the two
effects it would be of interest to compare the results for
the rectangular and toroidal arrays with zﬁe perfonménce of
the normal fectangular algorithm on an infinite array - where
.the edges could not possibly interfere with the progress of
Athe spiral. A quasi-infinite array is obtained merely by
ensuring that the spiral can never reach the array edge;
an array of 255 x 255 chips would guarantee this for a
128-chip spiral but a considerbly smaller array would perﬁit
the vast majority of spirals to develop without touching
the boundary. Any which did so could be rejected from tkLe
analysis. However, in view of the limitations of the curve
fitting programs, . as described in Section 5.4.1, there
was little incentive to attempt to separate out these
various contributions to the éupposed general equation for
an algorithm and this proposed study has not yet been under-

taken,
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The algorithm prc;posed in (10) aimed at generating a
spiral structure - as éhow? in Fig. 5.4. It seemed
intuitively obvious that such a spiral starting at the centre
of the wafer where thé yvield is highest would, by tending to
remain in this higher yield region and hugging itself closely
to avoid isolating good chips from the rest of the unused |
array (apart from in blind alleysj,achieve longer chains

than any yithout such a tight packing characteristic. The

a ’

other algorithms were therefore baSed.on this same concept
of tight spiral formati&h.

A casual examination of the path taken through an array
by a spiral might lead one to suppose that all the
algorithms are of very poor performance - surely the eye
§hou1d not be able to do, at a glance, b;%ter than the
computer achieves by a lengthy recursive procedure? It must
_be remembered, however, that the-reader has a tremendous
advantage over the computer; he can see instantly where
the spiral is in relation to the array boundafies and the
remaining areas of good chips. The qomputer may be likened
to a person walking in (say) the Hampton Court maze; a
Well—plannea and carefully maintained mazZze can be a real
éhallenge to pass through unaided by sun or compass and yet
be easily solved when studied from the air or as a map.
Similarly the computer has no idea where the spiral is in
the array or what is ahead or "around the éorner". It has
been delibepately restricted in this manner to accurately
simulate the procedure of building a spiral on a real slice

without first testing all the chips. It therefore selects
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the first route which achieves the target and does not
investigate_whether an& al?ernative may be superior - as a
peréon may attempt to negotiate a maze by always turning
left whenever possiblé.

The alternative approach 6f mapping the fault distripg-
tion in each array and computing the optimum track (which
may well not be a spiral) would héve the advantage of
reduced"sﬁiral" assembly time but would lose the graceful

degraﬁation feature as the wafer would require to be
removed from the system ;nd each chip retested to establish
the position of the failed chips before a new spiral could
be configured. .
These simulations of spifal generation indicate that
even the simple four way algorithm vill ailow long spirals
to develop at yields of less than 80% while the more power-
ful 6-way and toroidal algorithms will construct long
spirals at yields below 70%.
A study of Fig. 5.17 shows a very similar pérformance
for the toroidal and hexagonal algorithms. This implies
that the elimination of the array boundary achieved with
tﬁe toroidal configuration is equivalent to an increase of
two nearest heighbours, suggesting that one may trade-off
some on-chip control logic {i.e. active devices) for
rassive metallisation in moving from the HX to the T1 array.
The'toroidal algorithm has the further advantage of
reduced spiral assembly time (Fig. 5.21).

To put these spiral assembly times into perspective,

it will be noted from Fig. 5.21 that a 200 chip spiral
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using the T1 aigerithm‘réquirés arﬁinimum of '~ L40,000. chip
test times (N). If the chip is a 5K bit shift register (L)
then at a p.r.f of 1MHz (F) the total spiral assembly time
is N‘L/F second, i.é. 200 seconds. It will be observed
that, with the exception of this T1 algorithm, the more
powerful algorithms tend to have increased spiral assembly
times. This is due to the higher average number of
unsucgéssful attempts before an unused chip is found and

added to the.spiral in the cases of 6- and 8-way
algorithms as illustrat;d in Pig. 6.1..

With reference to Fig. 5.21 a 50% increase in
minimum assembly t%me is observed in going from the Ah-way
to a 6-way algorithm, while the 8-way algorithms take
virtually twice as long to assemble a sp;ral of given length
as do the L4-way ones.

If should be noted that the system does‘not require
to be down during this period. On detection of a faulty
spiral, EDC (error detection and correction) procedures
would either continue to supply the missing bits during
the wafer reconfiguration time (if organised to contain one
bit of each of 1M words as discussed further in Section

6.5); or arrange to switch in a substitute wafer (already

configured and waiting for use).
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6.2 OTHER ALGORITHMS °

In describing his "arm" generating algorithm, Manning
states®®:-

"When an arm has growﬁ to a certain tip, it tries

to extend itself toward the nearest array edge.

Thus an arm spirals towards the centre of an

array in a perfect array. If no improvement in

the maximum discovered arm is made in one-fourth

of the time 1imit, the program looks at adjacent
cells that are not included in this longest arm

and are not known to be flawed. The program

tries simple jogging of the arm to include these

cells" .

This procedure of spiralling inwards from the array
" edge has been compared with the outward spiral in Section
3.4.3. Although it is easy to simulate "arm-jogging" it
is difficult to see how this can be realised in practice.
Cells not accessed during the developmenf?of the spiral
could possibly be so included but those "frozen" in fixed
states after backtracking from blind alleys - the major
‘group of good unused cells - could not, it is theought
readily be reaccessed for addition to the spiral, The
technique would, howevef, work given a detailed map of the
spiral and faulty chips in the array when the spiral could
be rebuilt to maximum length including such chips.

In the studies of chain—generating algorithms other
approaches than the spiral forms discussed have been
considered. One such proposal was that the algorithm
should always endeavour teo minimise the deviation of the
spiral tip from the slice centre (i.e. number of steps
North minus number of steps South plus number of steps
East minus number of steps West). This would have reduced

the effects of the array boundary in deviating the spiral

but would have required additional hardware on chip 2.
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To reduce the'?ompiexity (and hence area) of the
on-chip control logic it is advantageous to minimise the
number of nearest neighbours if this can be done without
requiring an unacceptéble érray yield increase for spiral
generation. In looking for the.simplest possible
algorithm it is important to bear in mind the two funda-
mental requirements of any Spiral‘algorithm. Firstly, it
must be ablez in principle, to eventually access all the

Eafer from any giﬁen point; this requires progression in
the four directions :-

Forward along X axis

Backward along X axis

Forward along Y axis
. Backward along Y axis
These movements do not, of course, require to be indépendent.
The second fundamental requirement is that the algorithm
musﬁ be capable of bypassing faulty chips without leaving
intervening gaps of good chipé.

These requirements can be achieved with only three
OPEN and three (different) LOOK directions using two chip
types, o and B as illustrated in Fig. 6.2.. A further
simplification is possible, to a single chip type as
illustrated in Fig. 6.3,..if it is permitted to miss the
occasional good dhip in the array.

These algorithms illustrate a basic flaw in all the
ones which were Aescribed in éhapter 5 = namely that, if

the same set of directions is selected for OPEN and LOOCK,

then one of the OPEN directions must be inaccessible to the

- 132 _



a

new'chip because-it leads back to the penultimate chip in
the spiral. A four in/fou€ out algorithm of this type is
therefore effectively a four. in/three out algorithm.

Angther proposai was that the spiral should be
permitted to leap aver an impriéoning wall of bad chips -
perhaps‘inuthe manner of Knight's ﬁove in chess - rather
than backtrack from blind alleys.“ This would undoubtedly
improve the performance of all the algorithms studied by
not leaving good Bhips isolated from the spiral in blind
alleys. The most obviou; way of incorporating such a
"leap" facilty into the design would be as an additional
open/look éonnéctiqn on each chip so that chips would
contain the logic for the sequential addressing of the
normal OPEN directions. before initiating "leap": One such
leap algorithm is illustrated in Fig. 6.4.. This is based
‘on a single chip type with three OPEN and three (different)
LOOX directions and has one direction of leap. It will be
noted, haowever, that a singie direction of leap is of
restricted usefulness; for example, a dead end.to the
north-east of the main baody of the spiral of Fig.6.3
could not be exited by the spiral. Another point to
consider is that the link providing the leap across-a bad
chip may well itself be faulty.

A study of the interconnection requirements of such
"leap" routines suggested that their inclusion on actual
devices would cause serious pfoblems of layout and so they-

were not investigated further.
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6.3 TOWARDS THE "IDEAL’ALGORTTHM. BN
Many'types of chain-generating algorithms have been
investigated and assessed against several criteria. The
most powerful ef these algorithms - the toroidal 8-way -
will tolerate an array_yielq of'“'57%. It must be noted,
however, that in comparing 4, 6 aﬁd 8-way algorithms no
account has been taken of the laréer chip area (and
attendant lower yield and reduced number of chips on the

°

wafer of given sizZe) of chips carrying the additional control
logic required-to implem;nt the more complex algorithms.
The ultimate criterion for algorithm selection is to produce
the largest memory on a slice of given size for a particular
set of designrrules and a particular pfocess line.
) The "ideal" algorithm (forgetting fzr a moment the
wasted area occupied by the eontrol logic) would have an
_infinife number of nearest neighbours and an infinite array
$5iZe. On any finite array all chips would then become
neareet neighﬁours and the spiral could include every -good
chip on the array (in any chosen sequence). It is interesting
to note that as the number of nearest neighbours increases
the lengths of chains of bad chips must alse increase -
(although the cluster size of good chips also increases for
a given array yield). In the limit, since all chips are
nearest neighbours, the bad chips alseo form a single cluster
on the array, regardless of yield.

While this concept of ihfinite adjacency is no more

than a mathematical abstraction for serial memories the

idea immediately Eecomes a reality if we think instead in
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terms of a parallel organised array. This concept is now

developed further,

6.4 PARALLEL/SERIAL 0RGANISED W.5.I ARRAYS,
Two fault-tolerant fixed iﬁterconnection structures

are now proposed to cover RAM, ROM and associative memory

u
o

applications. .

6.4.1 A Random Access Memory Structure.

It has been shown that one of the major drawbacks of
all non-infinite (i.e. p;acticable) serial algorithms for
creating a spiral is that not all good chips on the wafer
can be accessed. Eurthermofe, mény of those initially
includea in the chain are rejeéted as the spiral backtracks
out of blind alleys. N

The possibility.of directly accessing all chips on the
'wafér was therefore considéred. -This is most readily
achieved by rumning X and Y address lines to all_chips 50
that any particular chip can be accessed for purposes of
testing., It is then possible to use a minicomputer to
construct the optimum spiral through the array. This
approach would have the additional advantage that the degree
of degradation (and hence tolerance of additional chip
failure) of the array could be assessed at any time; the
philosophy of not retaining any information on either the
distribution of good and bad chips or the track of the
spiral does not permit this ihformation to be gained.

However, rather than convert such a parallel array

into a serial memory it would seem that the device
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would offer considerabig advantages if left in parallel
form. It would appear externally rather like a section of
core store ﬁut with two important differeﬁces. Firstly,
some of tﬁe siteé would be faulty and unable to store data;
it would therefore require such faulty sites to be bypassed.
Secondly, each W.S.I array would be equivalent not to a -
plane of core store {as in a RAM, for example) but to a
block of store, the multiple Z planes being represented by
the serial sﬂift registe? (probably a serial/parallel/serial
écd chip) at each chip site. We could envisage, for
example, a store of between one and two megabits capacity,
produced by a 20 x 20 chip array of 5K bit shift registers
as shown in Fig. 6.5. .

Such a parallel/serial array wouldx§equire very
little on-chip control logic compared with that required
for the serial memory because each chip is not required to
-decode an address field and‘is not required to interact
with its neighbours (although such a feature could possibly
be retained if this were sufficiently advantageous).

The device would, of course, require to be fault
tolerant; this could be .achieved by protecting the X and Y
address lines with series résistors of ~10 - 100 KQ
between the lines and each chip; such a high resistance
would not be detrimental in an MO3S design and would provide
adequate protection of the address 1ihes against short
circuit chips. Short circuits between the address lines

themselves would be best eliminated by removing them from

the wafer onto the substrate or polyimide superstrate which
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could be tested independently’of the wafer prior to
assemﬁlyi This point is c?nsidered further in the next
section.

Such a design hés the advantage that not only is it
fault/failure tolerant but the aegree.of degradation is
immediately assessible - an important feature for fault

-

tolerant devices.

- 6.4.2 An Associative Memory/ROM Structure

An alternative memory structure based on the

' hypotheticél model town of Dyadicville* is presented in
Fig. 6.6.. This provides direct access via an equal line
length to all chipé in the array.

This memory does not fit exactiy into any of the
three categories spiral, tree or gfid. Although it might
appear superficiaily to have a "tree" configuration, all
'chips are in fact directly accessed without requiring data
to pass through intervening chips. In this respect it is
most similar to the true "grid" structure described in the
previous section. _ .

The device would seem to bé suitable for either
associative memory or ROM where the address locations are
stored in n;nyolatile (e.g. hardwired, FAMOS or EAROM) farm
as discussed in Section 2.2.2. The inclusion of redundant
bits in the serial address code would ensure any'chosen
~degree of protection against faul£y address locations

responding to other addresses. In the associative memory

v

* See, for example, H F Harmuth "Transmission of Information
by Orthogonal Functions" Springer-Verlag, 1972.

- 137 -



L]

structure, faulty chip sites would never be accessed, the
re@uction of storage capac%ty arising from initially faulty
chips and those failing during operation being allowed for
by redundant chips on-the wafer.,

ROM appliéations in Which‘a faulty chip would cause
serious disruption could have duplication at two (wi&ely |
sepafated)'chip sites. An alternétive procedure (e.g. in
signal prgcessing app}ications) would be to have the

©

incremental function in adjacent leocations equal to one-half
or one-third of the reqd;red resolution to allow for single
or adjacent-pair chip failures,

This array dqes not require the multiple X, Y address
linés of the previous structure and is therefore better
§uited to small chip sizes. Wherecas théﬁoptimum RAM
structure would probably contain ~ 400 chips of 5K bit

_capacity this present device could usefully centain many

more chips of smaller size thus impreving the array yield

and accessibility of data.

6.5 FAULT AND FATILURE. TOLERANCE.

Fault telerance occurs at many levels‘in both hardware
and software in computer-systems and has been widely
discussed in the literature*; this section considers only
thése aspects relating to semicanductor meﬁory chips and,

in particular, to W,S.I arrays.

* See, for example, IEEE Trans.Comput. Vol.C-20 November
1971, Vol.C-22 March 1973, Vol.C-23 July 1974, Vol.C-24
May 1975, Vol.C-25 June 1976, Vol,C-27 June 1978.
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Minute imperfep?igns Will aiways be present in
integrated circuit chips; these only become critical if
they preveﬁt the correct o;eration of the device or constitute
a major reliability hazard. Discretionary wiring and
fusible link techniques c¢an, as we have seen, create an
apparentlyuperfect array on a flawed wafer; hewever, any
additional m;jor defects occurring in these hardwired arrays
will ‘be catastrophic.

Theuve}y natur; of the "softwiring" (éated inter-
éonnection) between chips on this approach to W.S.I endows
the serial memory array not only with the attribute of
fault tolerance but also of failure tolerance. If a
particular chip de;elops a fault chip Z can cause the spiral
to retract to a single chip and regréw, prassing fhe new
}aulty chip to create a fresh spiral, This self-repairing
feature, which permits a graceful degradation of the system,
is not possible with a Programmed Interconnection approach
te W.S.TI,

It is essential that the proposed parallel/serial
arrays should also possess this fault/failure tolerance.
Considering first the faults which may be permitted in the
construction of integrated.circuit chips, we may observe
the following degrees of fault.

a) No faults at all - i.e. an absolutely perfect chip;
this éannot be achieved. |

b) No faults detectable as being outside the specification
1imits during routine testing of the chip. This is

the normal approach with discrete chips. Minor

faults may be present, e.g. nibbles in the aluminium
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track edges, or,coxide pinholes., These, whether they

' be noticed (e.g. slightly higher leakage current than

normal) or remain undetected (e.g. oxide pinholes)
must be considéred as potential reliabiiity hazards
unless the exact nature énd location of all such
faults is known - an impossible task.

The approach adopted for thé serial memory device.
Her? it is accepted that seriocus faults are present
ih theodevibe structure but the memory is organised
in such a way aé go appear perfect to the computer.
Once this idea of fault avoidance (as distinct from
fault elimin?tionj is acc;pted then the device 5&?
also be endowed with the attributes of failure
tolerance and graceful degradationﬂi as in the serijial
memory.

Here no attempt is made to hide the faults from the
computer - it is programmed to accept them. The
flawed wafer is installed in the machine without
any prior attempt to create a perfect memory from

the flawed array.

We have seen that categories a) and b) can never

(and should never) apply to W.S.I arrays. The proposed

parallel/serial RAM array can be organised into either of

categories c) and d) above, Taking category d) first,

this could be achieved by the following procedure.

i) Write data into X ,Y location from buffer store.

ii)

Read data from Xﬁ, Yn location and check for

corruption of data.
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iii) If carrupted, moég'to Xﬁ+1, Yh location and repeat
pracedure; 4if uncaorrupted use Xm, Yh location.

This ﬁas the disadvahtage of increased write time but
does ncot require any'information to be held concerning the
location of faulty cells. This procédure would be acceptable
in applica?ions requiring the reading of data in the sequeﬁée

in which it was stored. Its use for storage during program

execution would however, require a confirmatory associative

° o
o

address to be stored with eaph block of data and a program
instruction to incremen{ the address in the event of a faulty
chip or an incorrect data block being accessed.

Category c) is achievable in two ways. Firstly we
may tesf all X, Y locations and store the good addresses in
a loék—up table; this may be either on-élice or external to
;he wafer., Only good chips are then accessed by data, the

look-up table being updated if faults are detected.

| In applications which require a c@mplete X by Y array
(without any faulty sites) it is pfoposed that an addresé
buffer should canvert all incoming (virtual) addresses
directed towards faﬁlty Jocations into real addresses
which access standby-redundant cells placed alongside the
main array on the wafer. fhis configuration is sketched
for a 5 x 5 array in Fig. 6.7.. In this sketch the 1, 4;
3, 3 and 5, 2 input addresses would be cohverted_by the
address buffer ta avoid the faulty chip sites in the main
array, They could, for example, became 1, 6; 2, 6 and

4, 6 (bypassing, of course, any faults in the subsidiary

array).
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This technique of!ﬁddress buffering was propased by
Sander®® in relation to th% use of faulty memory components
on printed circuit boards and is believed to have been
adapted by Texas Instfumenfs to create perfect bubble
memories. Sander's.original suégestion required operator
intervention to repair any subseguent faults; it is now

proposed to incorporate continuous and automatic updating

of the address buffer under (on-chip) microprocessor or

external cantrol,

Single open circuits on .the address lines could be
bypassed uéing a "ring-main" (toroidal) configuration -
feeding bgth X and Y lines from each side gf the array.
Howevér, address line open or shortacircgits would be
unlikely in view of the coarse geometriesQinvolved; they
could, in any case, be eliminated by the use of pretested
- polyimide film superstrates as described in.Section 6.8.2.

| Protection of the address lines against overload by
faulty chips is readily achieved by the insertion of
series resistors (2110 KQis pennissibie in an MOS
technology).

Such resistors would require not to have a junctiaon
defect within a few thou. of fhe cantact to the address
line but this is not considered a problem in view gf the
relatively small area occupied by the diffused resistors
and the 1low defect densities essential for VLSI device
manufacture.

The possibility of faulty chips attempting to feed

spurious signals or stuck-at-one faults gntao the address/
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read lines must also bégconsidered. Major faults (i.e.
short-circuit or excessively leaky chips) are no problem -
they will drop so much voltage across the supply protection
resistor that they cahnot generate a "1" level., Minor
flaws could be guarded against by inserting additional
series transistors in the READ output circuit of the chip
so that two (or more) widely sepafated transistors must be
simultanequsly fgultyﬂbefore a chip may output spurious
data. If these two (or more) transistors are both (all)
faulty, then there must Le a major fault on the chip which,
as we have seen, precludes the possibility of a "1" being
generated anyway. |

]

It should be noted that both the serial and parallel/

serial RAM array memories can be organiseé in such a way as
to prefent loss of data in the event of chip failure. For
the serial memory it is proposed that a number of wafers

(say 32) are used in parallel, each storing one bit of (say)
1M words. Error detection and correction procedures could
then be applied to reconstruct the data and locate the
faulty wafer which could be switched off-line and replaced
by a stand-by redundant wafer while the spiral is
reconstituted. The parallel array may be similarly

organised -either using thirty-two separate wafers or,

sinée one chip failure should not interfere with the
operation of the memory as a whole (unlike the spiral
situation where the failure of any chip will cause corruption
of all the data in the spiral), using thirty-two chips on the

same wafer to store (say) 5000 thirty-two bit words.
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One probiem with the serial array is that the extent
of degradation is never known until it proves impossible fo
reconstruct the full spiral. This cuts right acroég the
principles of fault toleraﬂt computer design. One way
round this problem is to organi;e the‘memory as a set of
wafers in series, allowing all but (say) the last five wafers
to attain their maximum possible ;hain length, The last five
wafers are initially little used, making up the total
required spirél léngth w?th short spirals only on each wafer.
As chips fai;-on the earlier wafers, longer and longer chains
will be required on these later waferé in the set. It could,
for example, be arranged for the wafers to be taken off-line
as soon as convenient after the last wafer is called on to
supply chips to the memory. The wafers w;uld then be
'individually assessed and the most degraded onés discarded.

This problem does not apply to the proposed parallel/
serial arrays; all chips can be individually tested and the
level of degradation determined at any time.

6.6 RELATTIONSHIP OF PARALLEL/SERTAL ARRAY TO OTHER W.S.I

STRUCTURES.

The two arrays of Section 6.4 have been proposed
primarily to illustrate a cbverage of the field of semi-
conductor memory using W.S5.I technoleogy. They are believed
to be original structures but, as noted in Section'2.2, a
full survey Ef the literature in this field is oufside the
scope of this work. Discussions with the induétry have
aroused considerable interest in the RAM structure; the
Associative memory/ROM application of the "Dyadicville"

array is a more recent suggestion and has not yet had

adequate opportunity for critical assessment,. -~
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The programmed iﬂﬁerconnection roufe to W.5.I has been
.examined and discounted in this work for applications
requiring_sélf—reconfiguration in the event of chip failure.
The elimination of the 100% yield route as impracticable
leaves only the fault tolerant, fixed interconnection route
on which tQp major known work has been discussed in Section‘
2.2.4, Manning34 considered "arm" algorithms (eq@ivalent
to the spiral of this work), "tree" algorifhms {which were
considered Bﬁk not simulated in this work as they were
fhought to be too diffic&lt to organise inte either a serial
or a parallel system) and "grid" structures - which are
perhaps most closely related to the parallel/serial RAM
array of Section 6.4.1. However, he has considered only the
concept of "embedding a perfect machine in a flawed array"

- as described in Section 2.2.4 and came to the conclusions
that "grid embedding is the most difficult repair problem
-in a checkerbeard array" and "Repair efficiency is much
smaller for grids than for arms". These conclusions are
valid for his approach to grid structures but do not apply
when the parallel/serial arrays of Section 6.4 are
considered. "Repair" is both easier and more efficient than
in spiral arrays seo Manning's equation relating optimum
repair efficiencies of grid, arm and tree algorithms, noted

in Section 2.2.4,

"ORE; § ORE, & ORE."

no longer applies. All good chips may now be used in the
"grid" structures proposed so the equation becomes

ORE, < ORE_, < ORE

A ™~ T G
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6.7 POTENTIAL PROBLEMFAREAS IN WAFER—SCALE‘INfEGRATION.
Many potential problem areas specifiec to W,S5.I. and
therefore new to current technology have been discussed at
relevant points in this work; some, héwever, have not
fitted logically into the sequeﬁce so far and are now

considered.

6.7.1 Global Power Supply

The:gegergl field of power/clock distribution to all
chips is now considered.-

To reduce the magnitude.of the task of protecting the
full wafer power supplies and the complexity of inter-
connections the nuﬁber of external power/clock supply grids
should be reduced as far as possible; The back face of the
wafer may be used as an earth pléne in many technologies so
it is, in principle, possible ta generate all the clock
'signals-requiréd_for the normal operation of the serial
memory on chip from two input master clock waveforms or one
clock and a dc supply. Even the dc supply may be
=gliminated in some technologies, or derived on chip from
the input master clock using diodes and capacitive étorage
(at the expense of a considerable area of silicon). The
master clear signal could either be supplied via a separate
grid or possibly achieved by holding the clock supply at
‘constant voltage for several seconds. However, this
section is not devoted to minimising the number of grids
for any particular technology but to ensuring the protection

of those which may be required.
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The use of curréﬁg limiting resistors has been discussed
in relation to both thg serial and parallel arra&s in Section
6.5; thesé have the adva;tage of simplicity of design and
can be arranged (for'MOS technologies) to limit the chip
dissipation to less than 1 watt, even with all clocks short

circuit,

Another possible technique is based on the use of
fusible links - any chip trying to draw too_much current
will blow a‘series fuse. There are, however, several
ﬁroblems with this appr;ach. Firstly, the technique.requires
an additional metallisation and photoengraving étage.

7 &
n 3 when

Secondly, while fusible links can be reliably blow
given the ideal current pulses to do this (both total energy
and pulse shape being critical paramete;é) few fuses would be
“presented with such an ideal overload. When improperly blown
the fuse material can be redeposited as debris over nearby
metallisation, thus constituting a reliability hazard;
alternati&ely, the fuse may eventually regrow if improperly
blown., The third problem is the setting of a suitable
threshold limit for fusing. If set too low there may be some
tendency for electromigration of the fuse material on good
devices, thus imposing a reliability hazard. If set too
high the leaky devices will continue to draw excessive current.
A further unsatisfactory feature is that all wafgr chips not
drawing excessive current are left powered up fathér than
just those required for the spiral.

Using currently available technology, the hest way of
achieving protection (while simultaneously minimising the

power requirements and thermal dissipation of the wafer) is
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to arrénge for the power supply to be switched on to each
new chip by_fhé developinguspiral. Having added a good chip
to the chain the next chip would be momentarily powered up
by turning on a transistor isglating this chip from the
power supply. Chip Z would decide whether the additional
current drawn was acceptable and, if so, proceed to test

the new chip. If the current drain was too high the
isolating transistor yould bé switched off again and another

a

chip accessed insfead. This technique would ensure that only
those good chips actualfy forming part of the spiral would
draw power; the unlikely eventuality of being unable to
switch off the bad chip owing to a fault in the switching
transistor of the previous chip could be coped with by back-
}racking one further chip. It is essent;;l that no chip may
switch itself on; the signal to do so must arise from the
_precgeding chip. A further advantage in powering up chips
as they are added to the spiral is that a measurement of
increase in supply current will enable marginal chips to be
rapidly identified thus reducing test (and spiral
configuration) time and improving wafer reliability. This
technique could be extended to the parallel array, chips
being powered up sequentially during testing of the
individual X, Y locatiops.

Future designs might benefit from a distributed power
input over the entire wafer surface by illumination and
conversion of the light fto eiectricai energy as described
in relation to I°L by Hart & S1ob®°. This would have the

great advantage that faulty chips could only dissipate the
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power which they themgelves generated and could not cause
a drain on that of nearby chips. Conversion efficiency of
input radiation to electrical energy is ~ 12% for silicon

in the visible Spectfum. To avoid excessive heating and a
iarge penalty in chip area the total power consumption

would require to be limited to ~ 1 watt. This technique

may offer considerable promise fdr future designs.

6.7.2 Double Level Metallisation

While double-level metallisation is practicable on
pilot lines it has generally been regarded as an
unsuitable technique for quantity production. It is
accepted that considerable space could be saved in the device
layout if double-level aluminium were available, but no
”insupérable topological problems arise from a restriction
to one layer of metal. If more than one supply grid is
required, most circuit technologies will tolerate a small
additional resistance arising from diffused cross-unders in
at least one of the grids. A second (and even a third)
interconnection layer may well afise naturally from the
package design - for example the substrate and polyimide
superstrate structures fo be discussed in Section 6,8.2.
Technologies employing polysilicon (e.g. silicon gate MOS)

can often use this as a second interconnection layer.

6.7.3 Spiral Branching

If a chip has a particular type of fault in its OPEN
address logic, it may attempt to access two adjacent down-
stream chips rather than only one, This, if successful,

will lead to a branching of the spiral and two parallel
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spirals will atfempt €o grow dowﬁstream of the fgulty chip.
This, at best, will lead to a rapid wastage of storage
capacity on the wafer. A éimilar fault on the LOOK address
logic will cause the-chip to attempt to receive data from
two directions simultaneously,'resulting in corruption or
total loss of data. The nature of the design, however, i;‘
such that at least two adjécent éhips must have very similar
(and imp{obable) faults for this defect to occur as the
spurious LO&K or OPEN directioﬁ on the faulty chip should
7on1y see a dormant OPEN?or IOOK port on the adjacent chip.
This built-in safeguard against the transmission of data
across such rogueainterfaces is believed to be adequate:

spiral branching is discussed further in relation to the

proposed i/o interface chip in Section 6f8_h,

6.7.4 Thermal Dissipation

This could become a problem with very high speed
memories, In addition to the working memory, all chips on
the array may be dissipating standby power while faulty
chips may well be dissipating several times the normal
power level (depending on the nature of fhe power supply
protection as discussed‘in Section 6.7.1).

A full wafer should be able to dissipate several
wafté without trouble using natural or forced air convection.
To dissipate substantially higher powers it becomes
necessary to hold the baék-of the wafer in intimate contact
with a good heat sink. At still higher power levels, phase-
change cooling42 could be implemented although the device

would then be reaching the level at which the feeding of
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power inte the wafer becbmes a problem rather than the
dissipation of the heat p{pduced.

It is, however, proposed that W.S:I should be limited
to low pawer technolégies in the first instance to ease the
problems of package design; ﬁdS technology, for example,

can be limited to ~ one microwatt per bita, thus limiting

the total wafer power dissipation to a few watts,

6.7.5 Noise ‘and Pattern Sensitivity

In quoting Vaccaroso, Manning states

" .. the major dilemma facing the user of LSI today
is simply that we can build and are building
microcircuits today that are more complex than we
can adequately test, functionally or parametrically".
It is well known that the close proximity of .dock/

AT

_power lines carrying large switching traﬂsientg can cause
pick-up and consequent spuriocus signals in storage elements.
It is also generally acceptéd that RAMs may be pattern
sensitive - that is they will appear to function quite
carrectly under all test conditions but with certain adverse
storage pa£terns they will malfunction. The combination of
these two effecfé in a full wafer memory must be considered
as a potentially serious problem requiring evaluation.

It is thought most unlikely that this problem is
amenable to calculation and it would therefore reqﬁire full
operational samples to evaluate its impoftance. ~The serial
memory has the advantage that any corruptioh of data céused
by such noise arising from the addition of a new chip
during the setting up of the spiral will be interpreted as

a faulty chip. This will cause the new (good) chip to be
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bypassed in order to reduce the noise problem to an

acceptable level by creating a more open array. However,

the possibility of pattern sensitivity - that some future

adverse combination éf data not included in the test sequence

may cause a malfunction - stili remains., .
Lo and Guidry32 have developed a systematic approach

to MOS RAM testing but, in the ab;ence of information on

the distribu?ion of good and bad chips on the wafer or the

route taken by the spiral it is not possible to simulate

likely worst case patterns with the serial memory structure.
No solution to this potential problem is known at

this time. However, the parallel array should be considerably

more consistent in its performance with regard to pattern

sensitivity and, having direct access touévery chip should

]

be more amenable to analysis than would the serial array.

El

Although certain testing problems and pattern
sensitivity are expected to be greater for W.S.I than
V.L.8.I it should be noted that the reduced chip complexity
of the parallel/serial structures enables these to be more
readily teéted at the chip level than (say) 64k bit shift
registers. The problem of testing IC's is not new to the
industry. _Evén a 100-bit shift register (available over é
decade ago) would require, at a pulse repetition frequency
of 1GHz, a total time to test every one of its.possible
states of ~ 3 x.1013years ~ far longer than the supposed
"age" of the Universe (1-2 x 100 years on Friedman Mode1"? ).

This topic of pattern sensitivity is closely linked

with the general problem of array testability. Seth*® , in
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considering compiex arrays, éoncluded that twa conditions
must be met to detect a fault in such arrays. Firstly it
must be possible to apply the test set to every cell in thé
,arréy. Secondly thére must be'a means for propagation af
the effect of a.fault to an ob;ervable output(usually at
the array’boundary).

The problem of implementing this second condition: is
by no meansnrestricted to tﬁo—dimensional chip arrays.
Even a Small-seaie integrated circuit does not generally
permit access to thg internal circuit nodes where the fault
may be directly observablé.

Considery for, example an eight-bit MOS shift register.
A photoéngraving fault has perhaps incrggsed the area of
.,gate metal or a p+ diffused region of (s;y) the third stage:
this causes a capacitance increase at that circuit node.
The operation of certain types of MOS shift register depends
on a favourable ratio of capacitances between the node
storing the signal level and that onto which it is coupled
"later in the clock cycle. If this latter capacitance is
too large a "1" signal at that node may well be degraded
to a level very close to threshold wvoltage., The fault will
not, however, be detected atlthe output as the succeeding
stages will reconstitute fhe éignal level before it.reaches
the output. Normally acceptable parametric changes ?n the
device during use (e.g. a small increase in threshold
voltage) may well cause deviée faulure. Voltage and time
margining of the clocks will detect border-line chips, but

at the expense of an increase in test time.
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To reduce the pr;blemS'of testing and fault
diagnosis in complex circuits, Smith et al®! have proposed
the use of a laser beam as a minute, non-contacting,
movable probe. This‘technique may well, in the absence of

the-bond—pads required for conventienal probe testing,

prove useful on W.S.T arrays.

6.8 COMMERCTIAL VIABILITY.

An'accurat? assessment of the commercial viability of
W.S5.1I devices generally,- and Catt's serial_memory structure
in particular - requires a full understahding aof all
potential applicatiaon areas and the étrengths and weaknesses
of caompetitive devices, Such a study -<is not appropriate to
this work; for example a detailed agsesgment of the possible
“application of W.S5.T to large Analogue to Digital Converters
would require an extensive survey. This section concentrates
on the major facteors affecting usability of W.S5.I arrays -
cost (which, in turn, requires a study of assembly technoiogy,
processing costs and efficiency in use of silican area),
packing density, power dissipation and reliability.

In aorder to assess realistically the relative merits
af conventional and W.S;I device technology it is essential
that the latter should be presented to a wide audience from
both the industry and the academic sector so that criticisms
and questions concerning this approach to large memories
may be considered. The propésed devices have therefore
been discussed with workers in the U.K integrated circuit
and computer industries while the serial memory structure

has been described in P4-P8. (listed on Section 10).
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6.8.1 Technology Implications of Wafer-Scale Integration

It must be emphasis?d'that the concept of wafer-scale
integration does not depend on any particular technology.
It is a technigue which can - within the limits of speed and
power imposed by slice geometr& - combine forces with any
integrated circuit technology. The application of W.S.I
techniques to charge—coupled devfce process technoleogy has
the capaQility of pr?ducing multimegabit memories on a 3"

wafer,

| W.S5.T is technoloéy-independent in the sense that it
may utilise any existing i.c. technolagy, but it is now
shown that benefitf may well derive from adapting current
practice to fit W.5,1I.

. In contemplating W.S.I arrays the\yndustry must be’
‘prepared to rethink the tradeoffs in chip size, dice yield,
testing complexity and assembly areas. Whereas it has
become economically justifiable to go for the ultimate in
chip siZze to the point where dice yields are'vanishingly
small (because chip cost is a negligible fraction of fihal
device cost), serial W.S.I arrays demand smaller chips (to
increase dice yield to workable levels of ~ 70%). The
question is now "How much useful store éan be obtained on a
3" wafer?" and the tradeoff is between the areas to be
allocated to on-chip control logic/power distribution and
chip storage capacity. Reduced chip siZze gives increased

dice yield and greater utilisation of.the array, but at the

expense of an increase in on-chip contrel logic overhead.
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‘The'parallel/serial array, similarly, has a tradeoff
between address complexity and useful storage capacity, both
of which décrease as chiposize increases (and yield reduces).
The reduced accessibility of data in the larger chipé also
favours the use ‘of smaller chip sizes.

Rather than attempt to adapt all the ideas and
procedures currently in vogue in the industry to W,S.,I
technology it is suggested that a totally new appraisal of
the technoloéy is required. The application of value
éngineering principles zsee, for example 39) may well
suggest radical changes from current techniques. Two
specific examples are now quoted to illustrate this point.

i) Projection - printing mask aligners were introduced
by the industry to reduce faults afising in photo-
lithography and so increase the chip size which could
be employed for a given (low) yield level - in line
with the general philosophy quoted in. Section 3.7.
The industry has had to accept the serious disadvantages
of degraded resolution (2p minimum linewidth and
spacings, but typically 4p acceptable in practice) and
reduced field coverage (even 3" diameter field is
difficult to achieve at this resolution) compared with
in-contact printers. With W.S.I, higher fault densities
can be tolerated and one can therefore'congider reverting
to contact printing procedureé for photolithography and
sa take advantage of the increased gate packing density

permitted by the higher resolution (1p lines can be

printed with care).
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6.8.2

Slice diaﬁeters in theuindustry have approximately
aoubied every seven years over the last two decades.
3" diameter is the current iﬁdustry standard althouéh
some UK companies are changing directly from 2" to 4"
capability.  The advantaées of large slices with the‘
conventional technology are relatively minor. With
wW.S.TI, however, there is fa; maore to he gained by
pushing towards the limits of silicon crystal téchnology_
- currentl? ~ 10“ diameter., Although there are still
many unsolved proglems for slices over 5", it is
anticipated®®* that 5-6" slices will be in production
in the early 1980's.

Such large wafers would be an embarrassment to
projection printers but, as alread;'suggested, there
is a strong case for reverting to contact printers

(which require only a collimated light source instead

of a high resolution lens) for W.S.I.

W.S.T Device Assembly

The area of device assembly has sa far been essentially

limited to a paper study owing, primarily, to the vast cost

‘of setting up the required facility to construct the actual

devices. The full advantages of W.S.I. can be realised onily

if a cheap but reliable packaging technology can be developed.

It may well'prove that the 50W package for 3" slices,

noted in Section 2.2.4, provides an acceptable solution but

no further information is known on. this package.
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Hermetic Packaging 5

Initial jideas in this work were based on the use of a
metallised‘alumina plate ;ith a square hole of approximately
the chip size situated near the centre. This “pictufe
frame" would surround either one normal chip or, better, a
special input/output chip (as discussed in Section 6.8.&):'
Such a "pictLre frame" assembly for a 4¢ dynamic MOS
implementation is sketched in Fig. 6.8.

A ;1i§—slice afproach was then considered. In its
.simplesf form the slice metallisation would be connected
directly to a premetallised substrate via solder bumps or
other form of pillar bond. This would have several
advantages, Firsély, connections could be made at every
chip site so the orthogonal supply grid§¥cou1d be trans-
ferred from theiwafer to the substrate along with the
current limiting resistors. -Any short circuits between the
grids could then be eliminated by testing the substrates
prior to assembly. The chip siZe would, moreover, be
drastically reduced as a result of removing the grids from
the slice. A second advantage would be the relative ease
of converting the_array‘to a finite unbounded form by.
providing links on the substrate between %op and bottom rows
and (with cross—overs) left and right columns of chips. A
third_point in favgur of this approach is that it provides
for multipie inputs to the sliice, either to perﬁit multiple
spirals to develop or to provide alternative input chips

-should the first one fail. This proposed assembly route

is illustrated in Fig. 6.9.
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If all signals'aﬁe brought intoc each éhip via grids
then typical array chips would require seven cantacts for
4o MOS; these are ﬁ_, ¢2, ¢3, ¢4,t0, Master Clear and
Earth. The input/output chips.would require two additional
contacts;, To reduce the cross-over problem all X lines
could be run' on the wafer metallisation with all Y lines on
the substrate but additional bonds would then require to be
made between these two metal lavers. |

Although tLis procedure would require ~ 3000 contacts
for a 400 chip array the important point to note is that not
all contacts require to be operationél. Tﬁe assembly is also
fault tolerant; any contacts which do not function merely
give an additional fault pattern to be superimposed on that
sarising from the slice fault distribution. An exception fo
this is the intermittent fault; this could permit a spiral
to develop through a chip containing such a fault. On the
fault becoming apparent the wafer woulq reconstitute -
through the same intermittent fault if this contact were
once again operational. The probability of an intermittent
fault is hot known but it is thought to be unlikely that
such faults would surviﬁe rigorous env;ronmental test
routines. It has been noted in Section 6.7.1 that these 3000
contacts may be substantially reduced - in particular a
charge - coupled device design could possibly manage with
a single grid supplying a suitable clock wavefarm. This
reduced number of contacts would then require the solder

bump process to be only ~ 95% perfect, Two contacts per

chip would reduce this to ~ 90% probability of both contacts
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being good; this coulg be superimposed on a slice yield
of ~ 80% to produce an assembled W.S.T array of ~ 72% yield.
A major problem witﬁ a rigid-assembly is the mismatch
of thermal expansion coefficients between the various package
components; For example, quoted values for alumina
'(5.9.x 10‘:3 in range 25-200°C) and silicon (2.5 x 107°)
_would give r;se fo unacceptable stresses; in fact it is
generally acceptéd e.g. Jowettes that full compatibility
over thi; témperatur; range requires a match of TCE to within
L x 1OJ7. In the propo%ed flip-slice arrangement the silicon
metallised surface would be under compression, thus producing
a tendency to bow (the active surface of the sSlice becoming
concave). Apart Erom any tensile stresses so induced there
wduld‘be shearing forces on the bonds arising from the
attémpted movement (0.7 thou/inch at 200°¢C from stress-free
condition) of the slice relative to the substrate. It is
not known how such an assembly would stand up to  this total
movement of ~ 1 thou (edge to centre of a 3" slice) over
200°C. If it cannot be accommodated without weakening the
solder bumps then it is necessary to use a substrate which
can be made to match the silicon TCE tolerably well. A
glass substrate would permit two other drawbacks of the
alumina to be overcome; firstly alumina suﬁstrates tend
to be bowed - the camber is quoted as 5 thou/inch while
glass subsfrates are very much better in this réspect.
Secondly the glass would permit thin film techniques to be
used; this would ease the problem of packing density

inherent with the thick film procedure in producing several

resistors and cross-overs in the space of each chip.
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An alternative procedure would be the adaptation of
a technique investigated by:KraynaEEE in a technique he
called "Wafer Chip assembly". Here the flip;chipping of
silicon dice onto a silicon motherboard was proposed, the
author noting that

".,.. the lack of uniformity which existed on

both surfaces generally resulted in at least one

dot*¥ on a chip becoming separated from the

corresponding substrate dot. To overcome this

problem, electroplated gold was selected to obtain

a uniform metal buildup on the wafer chip. The

electroforming process which is essentially a

100-percent-yield’ process, produced pedestals
with better than adequate height uniformity."

. These "wafer chip" structures required all 110 dot
contacts to functioh and working samples were produced. It
is reasonable to suppose, therefore, thatteach dot had a
ﬁirtuaily 100% chance of success. Even allowing for
additional problems arising due to bhow or camber when
‘extending the technique to full wafers it is thought prcbable
that this approach would meet the required 1limit of 2-5%
failure rate per contacé.

Some of these ideas have also been considered in the
Discretionary Wiring projects. Flip-chipping onto both
printed circuit boards aﬁd silicon wafers was intended; the
latter, it was claimed?s, would provide advzntages of "thermal
mafch and small interconnect geometry possible with silicon/
photolith techniques". It is known that'a printed circuit
board was designed to a0commodate both flipped chips and

conventional packages but no further information is available.

*¥ Eleven dot contacts per chip.
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- Non-Hermetic Packaging

To encourage the acceptance of Wafer-Scale

a

Integration.by the industry it is advigable that the

techniqﬁe should not fequire a major pa;kage development
programme before it c¢an be fully investigated. Further
thought on the development of such a hermetic package is

therefore probably a waste of effort at this time; 4if W.S.I

proves viable the industry itself will then provide adequate

2 . »
o

resgurces for such development.

However, while a %ully hermet%c package would seem
to require one of the expénsive types of assembly procedure
discussed above, non-hermetic packaging could be relatively
easily achieved. Two suggestions are made in this respect
although, again, neither has 5een investiéated empirically
owing to the high cost of the requisite specialised
equipment,.

For low power dissipation circuit.technologies (to
which the technology is best restricted in the first
instance) the simplest structure would be to‘adapt the silicon
wafer itself so that it could be plugged directly intoc a
suitable edge connectof,_relying on forced air circulation
for cooling. The conventional slice is unsuitahble for this
purpose firstly because it is round and secondly because it
is too thin - at 5-10 thou thick silicon wafers are very
fragile. However slices are produced to this geometry only
because this suits the conventiongl process technology. |
Aithough Silicon crystals tend to be approximately

cylindrical as grown and are centreless ground to bring
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their diameter to a certain tolerance, they could easily’
be ground to square cross %ection and then sliced at an
angle to producé large rectangular wafers, Sufface
ofientation - criticai for same MOS‘technologies - could be
contralled by céreful selection.af crystal orientation and
anglerof cut. Although an increase of slice thickness to

~ 40 thou (to ensure adequate strength in handling) and

the oblique cutting angle would mean fewer slices per

o

crystal, less silicon would be wasted as swarf than with
conventional slices. The cost of conventional slices
(non-epitaxial) is less than £2; even if this increased to
£10 for the proposed slices the new technology Wwould
still ofer tremendous cost advantages.  Square 4 x 4"
(ﬁolysilicon) wafers are already under insestigation to save
cost and increase packing density in soglar cell technology.
The processing of square wafers would require jigs
for furnacing, wet processing and photoengraving to be
modified, but the only essential difference from the
standard technology would be the addition of edge-connector-
compatible contacts. Choice of metal here would be
influenced: primarily by reliability of contact and avoidance
of undesirable intermetallics'with the aluminium metallisation.
Another approach which has received serious considera-
tion is illustrated in Fig. 6.10, Here it is proposed that
earlier work¥* on the interconnection of discrete chips into
a large array ﬁéing a premetailised polyimide film could be
adapted to a full slice technaloagy. In fact the major

problems of this polyimide film technology (difficulty in

* ACTP Contract K/78b/332 with ICL.
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accurate positioning/al&gnment of chips and the requirement
for all bonds to make good contact) would be automatically
overcome inlapplying it to a fault tolerant full-slice
technology. This technique avoids the problem of mismatch
of thermal expansion coefficients by the introduction of a
flexible sqbs?rate and superstrate to replace the rigid
components required for the assemblies described earlier.

The polyimide film superstrate could be designed
to carry the‘powef supply/clack grids with all X lines
fﬁrﬁed on one surface ana all Y lines on the other. The
additional interconnections required forrthe toroidal
configuration could also be made via this superstrate,
Apart from simplifying the on-slice ﬁetallisation (and
thereby increasing yield and permitting 6105er packing of
chips) this procedure would eliminate the requirements for
diffused c¢rossovers in the power/clock grids. A further
advéntage would be the facility for testing the global (full
wafer) metallisation independently to ensure the absence of
interclock short-circuits before committing each polyimide
film to a wafer.

While these techniques do not have the advantage of
hermeticity it must be noted that hermetic packaging is not
an end in itself but a means to an end - that of reliable
device operation in an alien environment. It may well prove
more economical when dealing with such'highiy complex units
as full slice arrays to achieve the necessary deéree of
hermeticity by suitable packaging of subsystems containing

many such {(non hermetic) wafers rather than by the hermetic

encapsulation of each W.S.I device,
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6.8.3 Gate Protection of W.S.I Devices

The ﬂigh impedance of the gate dielectric of an
isolated MOS transistor (~10*% Q) allows charge - carried
by circulating air, fbr example - to build up on the gate
metal over a prolonged period (éeconds to hours); the
gate-substrate capacitance may thus eventually attain a
voltage sufficient to exceed the daximum field which the
gate diel%ctric can w}thstand (typically 100V for 1000 X .

<

silicon dioxide). This problem and the more obvious cause

o

éf device destruction due to discharge of static electricity
from a person's fingers are well known to MOS device manu-
facturers. The us%al solution is to incorporate a system
Vof gate protection which may vary frqm a simple avalanche
?iode (to preclude the possibility of a ;iow build-up of
charge and, hOpéfully, to prevent spark dischérge from
destroying the device) to an extensive diode/resistér/
capacitor network. Using this it is possible to slow the
voltage rise across the gate dielectric sufficiently for
the diode to shunt the charge to ground before a disastrous
field is reached across the gafe dielectric; it is thus
possible to raise the tolerance of MOS devices to static
electricity to the levels at which bipolar devices fail®9 Fe,
In general the greater the capacitance at a circuit
node the less is the chance of damage by static electricity.
Internal circuit nodes do not normally require protection
in packaged devices although it is feasible that wafer-
séale ﬁemories may (dependent on_packaging) be more prone
to damage owing to the possibility of air circulation over

the chips, with cansequent build-up of static charge on the
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slice surface. ﬁoweveé; the presence of the power supply
grids on the slice surfac? may well inhibit such charge
accumulation and so render protection unnecessary,
particularly if the glice is overlaid with a thick
protective oxide.

The input/output terminals of the first chip in the
chain are exposed to the outside &ofld and, in'a canventional
device, would each carry prétection ne tworks., This, is

L3

primarily a concéssiqn to the fact that users in general
do not take adequate pr;cautions in handling MOS devices -
certainly when Very high input impedance MOS transistors
are required for specialised applications these can be madel
and used quite satisfactorily Without any gate protection
provided that care is exerciéed in theithandling.

| The inclusion of gate protection networks on every
_ a?ray chip would be very wasteful of space. However, éhe
next section considers the advantages of a special input/
output interface c¢hip, which could carry protectioh networksr

for the first (exposed) array chip without an expensive

overhead in silicon area on all other chips.

" 6.8.4 The Input/Output Interface

Two distinct approaches may be made to the assembly
ofIH.S.I serial memory devices; one may either standardise
on a particular location for the input/output or one may
choose to vary the input/output position to guarantee
connecting to a good chip. The latter approach has the
advantage that no wafer need be rejected owing to a faulty

first chip (e.g. at 75% dice yield ~ 25% of wafers.would .
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be rejected) but the férmer allows—a standérd package to be
used and requires no wafer testing prior to assembly; this
is the preférred approach,

If the decision is taken in favour of a fixed i/o
Jocation in the array it is further proposed that a special
i/o interface chip should be included at this preset site -
in the array ef chips. This would have several advantages,
thus offs?tting the minor drawbacks of the loss of one
memory chip ;nd the committal of the fate of the wafer to
éne chip which has to bé goaod. |

Firstly, the interface chip could carry substantiall§‘
1arger'i/o bondingnpads at larger separation than would be
practicable if all chips were to be identical. Secondly it

e

would permit elaborate input gate protection networks and

o

output expansion buffers to be incorporated on the wafer.
Thirdly, test components could be iﬁcluded at one site only,
thus saving space on the array chips.

This i/o chip will appear to the developing spiral as
an additional bad chip in the array and so could well assist
in extinguishing the spiral during its critical early stages
of growth., It should be noted, however, that provided the
i/o chip is sited (say) to-the North of the first spiral
chip it will not restrict the choice of OPEN directions
available tq that chip provided that its instructions irom
.chip Z assume that the signal has originated from a chip
to the North. (The control logic prevents any spiral chip
from attempting to select the same output {OPEN) direction

as its input (LOOK) direction).
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It has so far been assumed that this i/o chip is
dedicated tp a fixed adjac?nt first chip; 4in this éituation
the failure rate for wafers (owing to a bad i/o chip and/or
a firs% spiral chip).ﬁill be higher than 25% at a 75% dice
yvield level. However, the proﬁébility of the (relatively
simple) i/o chip being good is very high and so the number
of wafers rejected owing to a faﬁity first chip can be
drastically reduced if the i/o chip is.permitted to access
all four adjacent chips. This requires the i/o chip to
carry the OPEN/LOOK congrol logic so that the four adjacent
chips can be sequentially accessed. Note that it is not
" permissible to abandon this logic on the i/o chip and feed
the data to all four directions simultaneously as each
9djacent gobd chip, although prevented f£gm impiementing
éommands, will accept the data stream - in parallél with the
~true spiral - when its relevant i/o port is enabled, thus
corrupting the data.

Summarising, the advantages of a special i/o buffer
chip at a fixed point in the array are

i) Standardised assembly
No wafer testing prior to assembly
Larger i/o bonding pads, more widely separated
Gate protection networks on i/o lines

)
)
)
v) Test cqmponents and production line aids on all wafers
) OQutput expansion capability on wafer

)

Reduced wafer rejection'rate (for standardised assembly)
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6.8.5 Area Requirements’of W.S.I Control Logic and
Power/Clock Grids

The detailed layout éf the p-channel enhancement mode
L¢ dynamic MOS chip showed that the on-chip control logic
for the serial memory required an area of silicon approx-
imételf equivalent to 256 shift register stages, thus
demonstrat;nérthat it becomes a negligible overhead én
shift register chips of ~ 5K bit complexity. The arrays
of sectio; 6.4 . reduire considerably less on-chip contrél
logic. The power/clock 'grids must, however, also be
included in any calculation of "wasted" space in W.S.I.
arrays. Fig. 6.11sketches the layout of a W.S.I "chip"
anﬁ shows that theuresidual area after allowing for five
orthogonal grids on a 100 thou squaré chip is ~ 8,464 sq.
thou. Estimating the serial memory control logic at 1600
. s8q. thou for a CCD process leaves an area of 6,864 sq. thou
.available for memorf; or alternatively, 31.#% of the chip
area is wasted, This may be compared with a conventional
device (sketched in Fig. 6.12) as follows. '

A conventional c¢hip must.be scribed; this requires
grid lines which are typicallyﬁh thou wide., A 3 thpu oxidc
border is normally left between the outer edge of the
aluminium bond pad and the grid line; this allows some
misplacing of the wire bonds without short-circuiting to
the silicon-in the grid line region and reduceé fhe chance
of microcracks (which spread in from the scribed edge of
the chip) penetrating under the bonding pad area. The

bond pads themselves are normally 4 thou square and are

separated from the active device Dy a 3 thou wide oxide
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border - again to allow?for misplacing of. the wire bonds.
As bond pads are normally placed along all four chip edgés
this reduces the active area to 76 thou square or 5,776
sq. thou, That is, the conventional route wastes k2, 44
of the silicon area. Protagonigts for the conventional
technology-would argue that not all this border is wasted,
active components are coften sitedebetween the bond pads,.
This is truei but these components tend to be test devices,
alignment marks,'éhip identity codes, gate protection
nefwérks and output driver stages - none of which are
required on the array chips of W.S.I; devices,

One might therefore suggest that the control logic
and associated giobal interconnections on W.S.I arrays
fit easily into the grid line area wasteécon.conventional
chips. This is not strictly a true comparison as the chip
. size on W.5,I. arrays will generally be smaller (and hence
the overhead per chip larger) than the discrete chips which
the array replaces.. However if this factor is taken into

account then the greater wastage of silicon by these lower

vield larger chips must also be considered.

6.8.6 Comparison of Conventional and W.S.I Memory

It is important to note that W.S.I is not in
competition with ccd or any other semiconductor technology
in the manufacture of large memories. Within thé limitations
imposed primarily by power, W.S.I is complementary to and can
be used in!conjunction with any such technology to enhance
its capability fér large arrays. However, in stressing this

technology independence it is accepted that W.S.I is, of
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course, in direct competition with techniques to which W.S.I
is inapplicable -~ for éxample bubble memories. The relative
costs, advantages_and applications of relevant memory types
are now compared,

'Proebsting44 notes that MbS memory firsf became costf_
competitivé with core store with the advent of 4096 bit
n-channel MOS devices. The gener;l decline in memory cost
per bit With!incréasing chip complexity is noted by Noyce*o;
his predictions for the costs of 1K, 4K, 16K and 65K RAMS
to'1983 are réproduced in Fig. 6.13. The memory siZe increase
offerea by W.S.I would extend this plot downwards by two
further curves (each a factor of 4 iﬁcrease in complexity)
on a‘1M bit system, although it must be ?xpected that the
high initial investmgnt for W,s5.1 assembl; technology would
place the starting point of the "learning curye“ above that
"of the conventional 65k bit de%ices.

In comparing microelectronic memories, Hodges25 notes

that CCD and magnetic bubble devices are aiming‘at the same
gap between MOS RAMs and moving surface magnetic memories
- as summarised in Fig. 6.1, extracted from this paper.
The recent massive increases in magnetic bubble memory
sizes* and consequent reductién in cost per bit must give
a highly competitive edge to magnetic bubble technology
which can only be balanced by a similar increase in
complexity of CCD memory chips. A

Baker®, however, suggesfs that CCD and magnetic

bubbles are complementary rather than competing technologies.

He notes that the main advantages magnetic bubbles offer

*¥ as demonstrated, for example, at Electronica 1978
Exhibition, November, 1978,
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over CCD's are °a' . '

1) Nonvolatility in the event of étopping the clocks
or even.of power faiiure.

2) Potentially two to four times more bits per chip
(no longer the case if W.S.I is applied to CCD
techgolog&.)

3) Possibl; reliability adﬁantage arising from (a)
simpler processing and (b) fewer chips for a given

? £

storage capacity. (Point (b) would become invalid
with point (2)). °

He quotes fast £andom access of data blocks as the
main advantages of ccds, lSuch block accessibility rendefs
the device ideal a; a "swapping memory", useful as an inter-
face store between thg very large (bﬁt slow) multimegabit
.;isc or drum and the very fast (50 ns) caché memory accessed
by the cpu. A pagé of memory is dumped into the serial
-parallel serial CCD memory, thus avoiding the CPU having to
wait for data availability.

For manufacturers offering both technologies this claim
of non-competition may be valid. It:should be noted, however,
that as manufacturers of moving magﬁetic media memories find
their markets increasingly eroded by cecd and magnetic bubble
technology they may well find it far easier to develop an
in~house facility based on magnetic bubbles rather than

ccd or other semiconductor technology, thus designing

semiconductor memory out of this market sector.
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Magnetic bubble memories have achieved their relatively
large size (in comparison with ccd structures) partly by
greater sophistication in design. The inclusion of
redundancy using a special bubble ioop to store the locations
of defective areas in the main bubble loop has enabled the
fact thatafaglts are present to become transparent to the |
user. The absence of the corresﬁonding refinement on
conventiqnal semiconductor memory (obtainable with W.S.I)

has restricted their size to currently "64k bit"; even this
Size is causing problem; - Intel have recently withdrawn
their 64k bit ced device. |

However, sem;Fonductor memory has two major
advantages over magnetic bubble devices. Firstly, the
potential packing density of 10° bits p;; square inch of
ccd is far greater than the 10° bifs per square inch of
magnetic bubbles; These figures are quoted by Toombs"®
who also suggests that 4M bit ccd memories will be
available as discrete chips 330 thou square by 1986,

The second major advantage of semiconductor technology
over other storage techniques is that data processing laogic
can be far more efficiently implemented in this technology
than in any'other. If, for example, the parallel/serial
W.S;I array contains data processing logic on each chkip
then it is elevated from passive memory to a digital array
processor., Alternatively, a microprocessor chip can be
included in the array, updating the look-up table or address
buffer (see Sectionm 6.4.1) if it detects a fault in any

storage location, thus maintaining an apparently perfect

memotry for its data processing. This type of structure,
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although dependent on %he survival of the microprocessor
and therefore no longer strictly failure toleranf, would
seem to offer great advantages over discrete microprocessor
chips and associated 64K bit RAM's. Applications of this
nature would guarantee for the.saniconductor industry a
substantial qarket sector, safe against attack by such
techniques as magnetic bubbles. ﬁnless memory sizes are
increased very rapidly (perhaps by wafer-scale integration)

-

the future looks bleak for passive semiconductor memory

éver the lower end of tﬂ; speed range. Rockwell International
has recently announced* a 256k pit bubble memory and expects
"to produce a 1M b%t device duriﬁé 1979 and is developing

L4 and 16M bit devices for production in the latter part of

the 1980's", The company anticipates a égrket for bubble
memories of "# 500M annually by 1985%% ",

While such devices have reduced vglatility and
different operating power level, temperature range, speed,
radiation resistance etc. and are therefore ideally suited
to aldifferent market sector from semiconductor memory,
the availability of cheap bubble memory must lead to erosion
of the semiconductor memory market unless the latter cén be
made cost~competitive by substantial size increases.

. 6.8.7 A Cost Comparison of a 1M-bit Serial Semiconductor
Memoéry in W.35.T and Conventional Technology

The major costs to the stage .0of saleable product are
now compared for the conventional and W.S.I routes to a 1M
bit serial memory. These figures are based on information

supplied during discussions with the.industry.

¥ Electronica 1978 Exhibition, November 1978.
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The costs are extrapelated to a proposed 64K bit CCD
memory - anticipated for 1980 - and it is assumed that 15
working chips can be obtained on a 3" slice. Table 6.1

compares these costs.

—_— Cost in £
Process Stage
Canventional w.s,I.
Route Route
Processed Slice X s s
‘Slice Test ° T -
1 .
Scribe and Break Ser -
Assembly and Package A -
. c
(chip) .
Assembly and Package - _ As
(s1ice) .
"Device Test T -
2
Wafer Test - T
3
Table 6.1

Cost advantage of the W.S5.I 1M bit memory to the stage of
tested, assembled device (ignoring additional cost of

devices found to be faulty after assembly) is

T + Ser + NA - A + NT -T
c s 2

1 3

(where N = number of good packaged devices).
This assumes that the two .routes provide equal amounts
of memory {(~ 1M bit). Estimated figures for the costs in

the above equation are:-
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T = £0.50 °, A =il
Ser = &£ 0.50 | T = £0.1
N = 10%/64 x 10% = 15 %T = £ 2
3
A = £ 1
C

* assumes that one chip Z (external contrel electronics,
costing ~ £100) can set up and maintain 100 wafers and
allows £1 overhead per wafer to cover running costs.

< Cost saving of W.S.I = 0.5 + 0.5 + (15 x 1,0)
-4+ (15 x 0.1) =2

@

1 +15 - L4 41,5 -2

17.5 —= 6 = £ 11,5 (for 1M bit)

g = 1.15 millipence per bit.
The percentage saving on manufacturing costs depends
critically on the slice cost, S, to be applied in the

equation: -

Cost (conventional route) =.S + T + Scr + NAC + N’I‘2
1

S + 17.5 (£) for 1M bit
: of memory

Estimates of cost of processed slice vary from £10 to £50
depending on how the overheads of rumnning a production line
are amortized. Taking an estimate of £2b as the "true"
cost of a processed slice, préjected cost for the
conventional foute becomes

£ 20 + 17.5 = £37.5 or 3.75 mp/bit.

" Thus the W,S.,I approach represents a cost saving of
~ 30% in terms of manufacturiﬁg cost of saleable product on
the basis of these figures. The profits will be further
increased when the advantages to the user are partially

discounted in an increased selling price for the W.S.I product.
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The poét aavantaées to the user are now estimated in
relation to a 32M bit syst?m consisting of, firstly, 16
printed circuit boards, each cdntaining 32 integrated
circuits (64K bit CCﬁ's) and, secondly, 32 W.S.I devices,
each pf 1M bit. Memory purchaée price per bit is assumed

equal for the two approaches

i) Conventional Approach
Printed circuit board for 32 packages £ 50
Control boérd for 36 p.c.bs £150
Edge connectors for 16|p.c.bs ' £ 20

Total installation cost = £(50‘x 16) + 150 + 20 £970

1l

o

ii) W.S.I Approach

Control board for 32 wafers s £150
Edge connectors for 32 wafers £ 40
Chip Z (one-third committed) £ 33

Total installation cost = £150 + 40 + 33 = £223

The installed cost is therefore reduced by a factor
of > 4, This rises to a faétor > 8 fér 2M bit spiral.

It should be noted that these calculations provide a
pessimistic figure for the cost advantage of W.S.I. In
particular it is assumed that'only the same storage capacity
is available to the W.5.,T device as is obtained on the 15
discrete chips - yet one of the great advantages of W,S.T
is its much-improved utilisation of silicon area arising
from the higher yield of the émallerchipsemployed. It is
further assumed that no chips or packages are damaged

during the assemb;y of the 15 integrated circuits. Taking
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these factors into account; one may expect the installation
cost advantages of 2M ﬁit - plus serial W.S5.I memories to
be at least a factor of 20 and to be ever-increasing as
slice di;meters increése.

In assessing relative cosfs of W.3.I and conventional
memory it is important teo consider also the reduction in
post—installation costs arising ffom W.8.I. It has been
noted (Table 3.1) that system failure in the field is an

expensive item. Tt is therefore suggested that additional
cost savings will arise }rom the large potential improvement
in reliability offered by W.S.I.(discussed in Section-3.2).
In addition to this increased MTBF - arising from fewer
individual packaged components - the graceful degradation
feature of such devices (noted in SectioﬂF6.5) will often
permit renewed operation (without manual intervention) of
. "failed" components.

A further system cost reductien will arise from the
&mproved‘packing density and reduced wiring complexity

offered by W.S5.I, as discussed in Chabter 3.

6.9 INDUSTRIAL ACCEPTABILITY OF W.S5.I.

The majotr difficul%y in persuading manufacturers to
take up the serial memory structure is the likely high cost
ofldeveloping a suitable package - to-the stage of a fully
proved, marketable product. While there may well be great .
advantages to be gained from the proposed changes in
computer architecture described in Section 3.4.2, it must
be accepted that such drastic_changes can occur only

slowly and the industfy cannot be expected to invest large
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sums in a crash development programme on such devices,

Manning34 notes that

@

".... many proposed arrays remain paper-studies

for various reasons, including impracticality

and IC industry inertia."”

It is jironic that Manniqé's work should also have
remained --as far as can be ascertained - a paper study.
"IC industry inertia® derives priéarily from the fact that
no manufactufer can afford to make a sefiouS'errbr in the
qhoice of its major technology. Those companies for example
which sat back and waited to see the outcome of discretionar&
wiring did not lose money on that technology.

Haowever it is essential that the general concept of
full-slice technology should not also benbranded as
unworkable as a result oﬁ the costly venghre into discretionary
wiring; the concept of the full wafer as the packaged unit
. was then, and still is, a very worthwhile goal.

It is a tenet of this thesis that, while the structures
proposed in this werk may also remain paper studies, wafer-
scale integration must eventually be applied to realise the
full capabilities of semiconductor technelogy in memory (and
other)applications.

W.S.I technelagy is ideally suited to iterative arrays
of logic-in-memory. The potential advantages of Distributed
Array Processing are well known and many structures have been
proposed. Such highly parallel processing systems have been
discussed by Lewin®’ and are Eurrently under inﬂegtigation

by ICL*7 . However, it must be accepted that requirements

involving a simultaneous change of both product function
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and computer architect&re will be treated with great caution
by device manufacturers who de not have an in—housé require-
ment for suéh devices. Whereas IBﬁ, for example, may decide
autonomously to mpve-into a new field of computer design
and chahge their device structures to suit, those (many)
IC manufacturfrs not inveolved in the design of éomputers
must tread more warily. |

To overcome theaindustry's natural apprehension of a
new technoloéy it is therefore important to present a
étructure of minimum cos}s an& problems of implementation
with obvious application and immediate appeal to the industry.
It is believed thaE the parallel/serial RAM array described
in Section 6.4.1 would meet theée requirements. For
?pplications where associative memory ishéore appropriate
than RAM (see, for_examble, Lea®®) a structure of the type
_propesed in Section 6.4.2. would provide associative access
to large blocks (say 1-5K bits) of data.

Lewin®?!

-notes the poteﬁtial utilisation of ROM devices
in the implementation of combinaticnal and sequential
circuits. The direct implementation of many - variabile
problems would perhaps be eased with the large structures
available in W.S,I. A

Another possible introduction of W.S.I technclogy is
via a product which cannot currently be made economically
with conventional technology. Analogue to Digital (A/D)
converters may provide such aivehicle. Timko and Holloway‘55

note an "increasing number of applications requiring fast

converters with rescolution and accuracy of 12 bits or more".
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Even £heir 12-bit A/D converter requires two chips. Saul®®
notes that "scolutions to the problems of cascading chips
have now been found", so it is suggested that W.S.I
technology may well have aﬁplication to this field of high
speed, high accuracy convertersl For example a 128 chip
array of 8-:bit converters could perhaps provide 15 bit
accuracy, D

While Ehere may Qell prove to be undiscovered problems
associated With-ﬁéfer-scale integration of semiconductor

devices it is believed that the enormous potential return

on the investment justifies the risks involved.

- 181 -



[

FIG., 6.1.

Wasted attempts during algorithm progression.
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FIG. 6.2. Two-chip type éf 3-way algorithm.
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Single chip type of 3-way algorithm.
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- Note:

PIG. 6.4.
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- and hence

-limitation;

East of the

exited by leap without extensive backtracking.

a single chip type - as used in Fig 5.27
one direction of leap. This is a serious
in the above case a blind alley to the
main body of the spiral could not be

With

two chip types (giving two leap options) the inter-

connection problem increases considerably.

Effect of Leap'on interconnection complexity.
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WSI Array of 20 X 20 : 20 Y- Address Lines
chips (7 X 7 shown) _ . (7 shown)

4

A

20 'X-Address -

.. Lines (7shown) O
L L LL O

/L LS

(L L L LS
l’/ L7 [f L S O
L L AL LS
LSS S L L
(L L L L LL L Ll L L LS @)
L /S S L AL S

o}
O o O
® 5000 Z-Planes '®) O

- {serially accessed) O
O | e
O 0O 0O O 0O O O

Each chip contains a S5k-bit serial shift register and has
a unique X,Y address which accesses that 5k-bit serial
character string. A 7 X 7 array is shown for simplicity
but 20 X 20 would be more probable.

FIG. 6.5.. Parallel/serial WSI RAM array.
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"Dyadicville" has several interesting properties - e.g. there
are no cross—roaas'(all intersections being T—junctiohs on
the true Dyadicville plan) and the route instructions for
finding any house from any other are implicit in the two
addresses (house numbers); These properties may well prove
to be advantageous to logic—in—memory devices. However, the
main feature of possible advanfage to the passive memory
described here is the fact that all houses are equidistant
from the school (located at the centre of the town) - i.e,
signals reach-all chip locations éimultaneously.'

FIG. 6.6. 64-chip array structure based on the mathematical
model town of Dyadicville.
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X -addresses for ) | Y-addresses for

rows |-20 NI columns | - 20

Address Buffer

20 X 20
chip Main

Array
(only 5x 5
shown),

20X 4
chip sub-

sidiary

Array ////
}omy5x2 ///

shown)

I 2 3 4 5

Input addresses may be coded on 1 (serial) or 5 (parallel)
X-lines and 1 or 5 Y-lines. Address Buffer activates
relevant wafer Xm and Yn line.

PIG. 6.7. Address Buffer for Parallel%Serial RAM array.
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FIG. 6.8, "Picture-frame" assembly.
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Note:~- Metallisation to convert array to toroidal configuration
not shown for the purpose of clarity.

FIG. 6.9. Proposed ﬂflip-slice“ assembly.
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FIG. 6.10. Proposed polyimide film- / pcb assembdly.
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NQOTE:~ Diagram not to scale.

Chip area = 10,000 sq. thou.

Active area .= 8,464 sq. thou.

Control logic 1,600 sq. thou. (estimated for ccd).
Memory area 6,864 sq. thou. '

FIG. 6.11., Residual chip area - WSI approach. -
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| I
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NOTE:- Diagram not to scale.

Chip area = 10,000 sq. thou.
Active (available) area = 5,776 sq. thou.
"Wasted" area = 4,224 sq. thou. (42.2%),.

FIG. 6.12. Residual chip area - conventional assembly.
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CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER WORK.

The technical feasibility of producing large serial
memories dn-iterative-éhipaarrays ét reasonable yield levels
has been demonstrated by computer simulation. The design of
both the on-chip control logic and the external cantrol
electronic? required far the serial memory structure of
British Pateﬁ£ 1,377,859 have been praved by TTL simulation.
This model has demonstrated that only 76 gateé of control
laogic are,reduired qg each chip and has illustraged more.
subtle features of the design; for example the building of
two parallél spirals has been achieved without any interaction
between the two. It has been foupd tao be of invéiuable
assistance in expléining the general caoncept of ﬁhis
approach to the industry. e

The chip layout has shown that the control logic does

not require an excessive amount of chip area in its layout;

this non-optimised design requires an area approximately

equal to that taken by 256 (optimised) shift register
stages - a negligible averhead on large shift registers.

The large potential cost advantage to systems based
on such structures rather than conventional semiconductor
memory has also been demagnstrated.

A move towards linear array distributed processing -
as outlined in Section 3.4.2 - could well create a large
market for these structures, Although the existing market
requirehents for such devices have not Been fully surveyed,
a substantial market sector for large serial memories is
evidenced by the high current level of inddstry activity in

the field of complex bubble memories as discussed in
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Section 6,.8.6. Semicqﬁductor memories could supply much

of this market if, perhaps by using the techniques described

in this work, they becéme cast-competitive with bubble
memory. . . -

It has been shown, hOWevef, that the potential
applications Pf W.S5.1 arrays may Well extend far beyond th;-
limits of the serial memory to which most of.this work has
been devo?ed. This structure should be viewed as one of a
whole family’of fault folerant fixed interconnection
ﬁrocedures. The devi.ce hay be extended to conten? addressable
memory as described in Section 3.4.2. It has been'shown that
parallel/serial meqbers of thislfamily extend the application
area tq RAM, ROM and asseciative memory. It has further been
noted that this fault-tolerant, fixed ingérconnection approach
may well 1ead the way to integrated A/D converters of
unprecedented (2 15-bit) accuracy.

Further work is therefore recommended, both within
the restricted area of these studies to date and within the
general field of W.3.I technology. The cﬁnstruction of
prototype W.S5.1 arrays - perhéps based on the chip design
described in Section %#.2 .- would provide test vehicles for
investigation of noise and.pattern sensitivity problems as
well as providing more direct evidence of the technical
feasibility_of such devices. More thought coﬂld'profitably
be_given ta the area of power supply protection against
faulty chips, as diséussed in Section 6.7.1. The extension
of the serial memory structure to a pseudo-core structure,

as discussed in Section 3.4.2, is alsa worthy of further

investigation. The area of device package design and
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assembly technology i§°gnother where major effort is
required. In fact_it is suggested that wafer-scale
integratioﬁ should be acce;ted as a major new technology

and a design team of'carefqlly selected and wide-ranging
skills should be devoted to its investigation in both memory

and wider ?pplications.

Viewiné the field of fault tolerant computer design
from a semiconductor process/device design engineer's point
of view i; séems'thag there has been too little collaboration
Betweenlthese aspects and the more theoretical studies by
logic designers in investigation of fault talerant computing.
For example, a considerable amount of thought has gone into
the analysis of th; effects of stuck-at-0 and stuck-at-1
faults (e.g.(9)) whereas {as noted by (12)) other faults -
;uch as a loss of stage iﬁversion are probably equally, if
not mofe, likely in practice. Workers in these fields must
collaborate more closely to ensure the best approach to a
fault tolerant system as a whole; some problems are more
suited to solution by fault tolerant seﬁiCOnductor device
design, others by sophisticated treatment of data -
involving error detection/correctioﬁ techniques,

We should remember, in striving for this ultimate
goal of a totally secure computing system, the advice of
Von Neumann®!?!

"There can be no question of eliminating failures

or of completely paralysing the effects of failures.
All we can do is to try to arrange an autematon so
that, in the vast majority of failures it can
continue to operate."

Only close liaison and understanding by workers in

each field of the capabilities of the other can create such

.an optimised design.
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Wafer-Scale Integratidn—A Fault-Tolerant Procedure

RUSSELL C. AUBUSSON anp IVOR CATT

+

Abstract—This paper considers a new approach to full-slice technology
in relation to existing procedures for achieving this goal. Under external
control a chain of good chips is created to form a long serial memory
from an array of identical chips on a full slice. Bad chips are antomat-
ically bypassed without requiring any pre- or post-programming of the
metallization and without any prior knowledge of the distributian of
faulty chips on the wafer. Compuler simniations of chain formation zre
described which demonstrate the feasibility of creating such serial
memaries at practicable dice-yield levels.

The proposed logic design is summarized and its veﬂfncatlon by TTL
simuniation is noted. The inherent fault and failure tolerance of the
design are discussed and the potential problem areas of short-circnit
chips, double-level metallization, spiral branching, thermal dissipation,
and noise/pattern sensitivity are described together with suggested solu-
tions. The current status of our 49 dynamic MOS design is noted.
Technology independence of the concept is stressed and the implications
of the radical changes to the relative chip and assembly casts of wafer-
scale integrated (WSI) structures are summarized.

- 1. INTRODUCTION

AJOR COST reductions and improvements in reliability
Mand packing density have always occurred each time the
number of external circuit connections between componeuts
has been reduced. The advent of small-scale integrated (88I)
circuit technology and the development of this through me-
dium-scale integrated (MSI) and large-scale integrated {LSI) to
current state of the art very large-scale integrated (VLSI) devices
have each made substantial contributions to these important
areas af cost, size, and reliability.

The further potential cost reduction and improvements in
packing density and reliability of full-slice techuology have long
been known. To quote from [1], R. Petritz stated in 1967:

We at Texas Instruments feel that the full poteuntial of
semiconductor technology for integrated electrouics will
be realized only when the entire semiconductor slice
constitutes the packaged product.

This claim for the potential advantages of a full-slice tech-
nology, made at the height of the investigations into discre-
tionary wiring, remains equally tme today. Developments in
wafer-processing technology during the ensuing ten years, and
the continuing high costs of chip assembly have only served to
increase the attractiveness of a full-slice technology.
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This work was supported by lhe Advanced Computer Technology
Praject, Department of Industry, UK.
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Discretionary wiring, however, proved not to be an econom.
ically viable way of achieving this aim. The basic idea of inter-
connecting the required number of chips ou the wafer into a
complex array using a second level, custom designed metalliza.
tion pattern suffered from several disadvantages in its im-
plementation. Firstly, each wafer required a tailor-made mask,
the layout of which could only be specified after probe testing
the full wafer;thisadded a substantial overhead to the processed
slice cost. Secondly the requirement to test the wafer before
completion of processing is undesirable as it must introduce
some degree of contamination and damageto the first aluminum
layer in addition to requiring each chip to carry a set of bond-
ing pads (for probe test purposes) which will be redundant in
the final discretionary-wired array. The major problem, how-
ever, was the implicit assumption that the processing of the
second level, full wafer metallization would be 100 percent
perfect and that no chips tested as good would fail during the
additional processing schedules. The problems of ensuring that
all vias make adequate contact while no crossovers short to the
underlying metal are well known to the industry. A vast amouut
of research effort was expended ou discretionary wiring prior
to 1969 when the technique appears to have been virtually
abandoned. :

1t is essential that the general concept of full-slice technology
should not also be branded as unworkable as a result of this
disastrous venture into discretionary wiring; the coucept of the
full wafer as the packaged unit was then, and still is, a very
worthwhile goal.

Three other techniques for full-slice technology are listed in

. relation to discretionary wiring in Fig. 1. We see that another

programmed interconnection technique has recently been in-

- vestigated {2); this is based on the selective blowing of fusible

links to incorporate shift-register stages or eliminate them from
the array. This post-programming of the final interconnection
pattern is certainly preferable to the pre-programming proce-
dure of discretionary wiring in that it permits further levels of
surgery on the wafer if the first attempt fails to achieve the
desired result. It still suffers from the drawback, however, that
each wafer must be treated individually in conjunction with
elaborate and expensive testing procedures. -

We believe that to be economically viable and acceptable in a
production environment, a full-slice technology must postpone
the decision on which chips are to be connected into the array
until all wafer processing is complete. 1t should not require a
detailed knowledge of the actual fault distribution on any slice
so that all wafers may be treated identically throughout the
processing. This suggests a fixed-interconnection procedure and
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Fig. 2. Twelve stages in the early formation of a spiral.

two approaches are listed in Fig. 1. The 100 percent yield situa-
tion must, however, be regarded (for the present at least) asa
‘trivial and unattainable special case, listed only for the sake of
‘completeness. As a fixed interconnection approach will of
necessity include faulty chips in the full-wafer metallization
pattern, the chosen procedure must be fault tolerant.

1I. DEsiGN PHILOSOPHY

We now describe the fault-tolerant fixed interconnection
procedure first described in [4), which hasbeen under investiga-
tion at Middlesex Polytechnic since early 1975.

The essential feature of this design is the capability of linking
together the good chips on a wafer without requiring any
additional mask or even a prior knowledge of which chips on
the wafer are good and which are favlty. To achieve this each
chip is given the capability of addressing, under external con-
trol, its four nearest neighbors. Connections are made to the
input and cutput of one chip on the wafer and to the power
supply/clock grids supplying all chips on the wafer.

‘We will now discuss the creation of a spiral in relation to Fig.
2. Let us suppose that the chip is a 1K bit shift register. A
known bit pattern of 1K bits is fed into the chip and the out-
put pattern is compared with the input to ensure that the
memory is functioning correctly. This chip is then instructed

R .
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Fig. 3. Computer simulation of square array with spiral.

to access the adjacent’ chip due East and 2K bits of data are
fed into this two-chip serial memory. 1f the data are returned
uncorrupted then the second chip is also known to be good
and is instructed to access the chip to the South. 3K bits of
data are fed in and we will now suppose that an ersor is detected
in the returned data, thus indicating that the third chip is
faulty. The second chip is now instructed to close its links
with the existing third chip and to access the chip to the East,
which now becomes the third chip in the chain. In this way it
is possible to build up long chains of good chips, thus produc-
ing very large serial memories. :

When we presented this structure at ESSCIRC 1977 [3] we
were unaware of the parallel wosk undertaken at the Massa-
chusetts Institute of Technology, Laboratory of Computer
Science. This is described in a paper by F. B. Manning [5]. In
relation to this paper we, too, have considered “tree” and
“grid” algorithms although most of our work to date has been
directed towards the “arm” algorithm (called “spiral” in our
terminology), and our paper relates exclusively to this type of
array.

To predict the length of the chain of chips which is possible
for a given dice yield on the array, a computer program was
developed [6] to investigate the probability of generating a
128 chip spiral on a 20 X 20 chip array at yields in the range
60-90 percent. A sample computergenerated plot is shown
in Fig. 3. '

A random array of good and bad chips is generated to a target
vield by assigning to each site on the 20 X 20 matrix.a random
number in the range 00-99. 1f our target yield is, say, 73 per-
cent, then numbers 00-72 represent good chips and 73-99
represent bad ones. A check is kept on the frequency distribu-
tion of the numbers so generated to ensure that no detectable
order is built into the array.

We may expect, on average, that four numbers will occur
either less than once (i.e., not at all) or greater than 8 times
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when selecting 400 numbers at random from the range 00-99,
the general form of the distribution for each number being as
shown in Fig. 4: The frequency of occurrence of each number
is plotted at the top of the diagram, the horizontal lines rep-
resenting frequencies of one-half and 8% so that we expect;
on average, four peaks or troughs outside these limits. It is
accepted that -this is not a rigorous test of randomness of the
array so plotted but the distribution of bad chips on actnal
slices—which the array represents—is not truly random either.
The clustering of defective chips due to large process induced
“faults (e.g., photoresist tears), and towards the edge region of
actual slices, will assist the propagation of the spiral. 1f we
discount the possibility of very large area defects (e.g., tweezer
scratch across slice) our random array therefore provides a
pessimistic indication of the performance of our spiral algorithm
on actual slices. -

Having generated the required 20 X 20 pseudorandom arra
the program then attempts to generate a spiral of good chips
on the array, bypassing faulty ones and backtracking out of
blind alleys as necessary until either the required 128-chip
spiral has been generated or the spiral has failed to reach the
128-chip target in the preset time limit. The maximum and
final chain lengths of unsuccessful spirals are also noted.

It will be observed that the spiral starts near the center of the
array; if the 11, 11 point is a bad chip the program permits the
starting point to wander onthe array until a good chip is found.
If this chip happens to be walled in by faulty ones, however, the
run will terminate. The spiral progresses in a clockwise direc-

“-tion until it reaches the array edge when, because it is always
attempting to turn clockwise (and hence off the array), it
proceeds in a retrograde (anticlockwise) direction, hugging the
array edge. Note that the computer has no prior knowledge of
either the fanlt distribution on the array or the position of the
spiral in relation to the array boundaries. Every new chip is
added only after testing fora faulty chip and an array boundary.

We note that Manning’s spiral [5] is launched at a corner of
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Fig. 5. Computer simulation of hexagonal array with spiral.

the array. This has the advantagethat the spiral cannot become
trapped between itself'and the amray edge; however, this is not
generally a serions problem unless grossly nonsquare arrays are
considered. We believe the better course is to launch the spiral
well away from the slice edge where it will be less impeded
during its critical early stages of growth.

It is desirable to reduce the required slice vield for a given
chain length if this can be done withont substantially increas-
ing the on-chip control logic complexity and hence chip size.
The hexagonal ariay, shown in two forms in [4], permits the
new chip to access five others rather than the three others of
the conventional square array. Both these structures are fully
compatible with current step and repeat procedure (without
interlacing) if the array is stepped as a block of two staggered
chips. Any chip shape is acceptable in wafer-scale integration
as the slice will not be scribed. :

We have modified the computer program to fit the hexagonal
array. Fig. 5 shows such a computer generated plot. In this
format the good chips are represented by hexagons and the
bad ones by six-pointed stars. The spiral is launched near the
center of the array and proceeds in an anticlockwise direction,
once again bypassing faulty chips, backing out of blind alleys
and turning retrograde at the array edge. On this plot we also
indicate, as short spurs on the spiral leading from the center
of each good chip, directions which have been accessed and
rejected either because a chip was faulty or it had already been
included in the spiral or it was outside the array boundary.

Several hundred such spirals have been simulated for both
the square and hexagonal arrays.

Fig. 6 indicates the proportion of spirals which reach the
128-chip target for a range of dice yields. This plot assumes
that the input chip is good. Each data point represents a
minimum of 20 spirals and the error bounds are for 95 percent
confidence levels. The best smooth curve fit to the data is also
shown. These curves show the marked reduction in the nec-
essary yield for the hexagonal array compared with the square
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array. Some of this advantage will, however, be offset by the
increased logical complexity and hence chip size of the 6-way
algorithm,

Considerably more powerful algorithms for spiral generation
have been proposed and are currently under investigation;
however, sufficient results are not yet available to warrant their
inclusion in this paper. :

Il11. LoGgic DESIGN

The logic required to achieve the recognition and implementa-
tion of external commands during the setting up of the spiral
is fully described in [4]. The current design embodi¢s some
improvements on this early scheme but these are in details
rather than basic philosophy and will not be discussed here.
We will, however, now summarize.the broad concepts of the
logic design. _

All chips in the array are connected to a master grid or grids;
in our 4¢ dynamic pchannel MOS design these will provide
signals from which ¢, , ¢;, #;, ¢4, 2and two timing waveforms—
designated ¢, and Master Clear—may be derived. In the absence
of a spiral, all good chips on the wafer will be “looking” in
the same direction at any given time, that is, their interchip
address register will cause oaly one of the four input gates—one
each on the North, East, South and West edges of the chip—
to be enabled to receive data at that instant. Similarly all good
chips will be “open” to one direction; that is, their address
registers will allow only one of the four output gates—one each

» on the N, E, §, and W edges of the chip~to be enabled to out-

put data at that instant. OPEN and LOOK directions on all
chips will sequence through the cycle N, E, S, W under the
control of #,.

In order to feed data into the input/output chip it is essential
that this chip is *looking™ in the direction from which the
data stream will appear. The Master Clear pulse is arranged to
reset both OPEN and LOOK address registers on all chips to
“oPEN N" and “LOOK N” 50 that the OPEN/L OOK direction
of all freé-running chips on the wafer is known at any time
from the number of ¢, pulses since the last Master Clear.

All chips on the wafer are identical except for a special inter-
face chip which carries bond pads, protection networks (if
necessary), and discrete process-control test structures if de-
sired. This is desirable to eliminate the requirement for bond-
ing pads on any of the actual array chips. It is sited to the
North of the first chip in the spiral {chip 4) as this is designed
to receive its input from the North, and so the interface chip
will not reduce the choice of three downsiream directions
(E, S. W) available to chip 4.

The principle of the design is to use part of the shift-register
storage element itself to detect and decode commands by
tapping off certain key bits near the beginning of the shift
register. Only two commands are required in our implementa-
tion. The first, which we call “FREEZE,” causes the chip
addressed to cease following the cyclic N, E, §, W directions of
all free-running chips and remain looking in the current direc-
tion until either power failure or a further Master Clear pulse.
This will cause it to lock onto the upstream chip. The second
command, “STEP 90,” causes the OPEN address regi'ster to
disable the current OPEN direction (which will also have been
frozen during the previous FREEZE command) and access the
next one in N, E, §, W cycle. Both commands are repre-
sented by an all zeros word (to ensure that no spurious “1”
bits are present in the shift register) followed by a 1" thena
“(0." FREEZE contains only zeros in the rest of this new word
while STEP 90 contains an extra “I1” at a key point in the
word. The appearance of this “1” at a predetermined point in
the shift register during a command word triggers the STEP 90
routine.

The command must, in general, pass down the spiral throngh
other chips to reach the intended chip at the end of the spiral;
a further requirement of the on-chip control logic is therefore
to ensure that only the intended chip implements the STEP 90
command. To achieve this, part of the command word is
allocated to a field which contains a number equal to the
number of chips currently in the spiral up to the chip to be
addressed. Each chip subtracts one from this number so that
by the time the word reaches the addressed chip it has been
reduced to zero. The last chip attempts to subtract one from
zero, causing an unrequited borrow to propagate up this field.
The control logic detects this unrequited borrow and enables
a gate which wonld otherwise inhibit the execution of the
STEP 90 command.

In our design the above control is achieved using 76 gates—a
negligible overhead on, say, a 5K bit shift register. As might
be expected, however, the ronting of the signals around the
chip requires a substantial area of silicon that is considerably
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larger than the random logic gates themselves. However the

area occupied by the control logic and associated metallization

fits easily into the space which is wasted on conventional chips

by the scribe channel, oxide-free border, bond pads, and an-
- cillary components which are not required for WS1 arrays.

IV. DESIGN VERIFICATION

Both the on-chip control logicand the external control elec-
tronics required to govern the spiral formation- have been
simulated for the square array using TTL. A rack wasbuilt to
represent a matrix of 4 X 4 chip sites and ten sets of printed
circuit boards represeuting good chips may by plugged into
any ten of the I6-chip sites in a pseudorandom array. Bad
chips have so far beeu represented simply be empty chip sites;
it is intended to construct additional “bad™ chips to simulate
specific faults which may occur in the on-chip control logic.
. Eight light-emitting diodes at each chip site on the rack indicate
. to which and from which direction each chip is sending and
receivix!g data; a further thiee LED’s indicate the state of other
key points on the logic. A purpose-built clock generator sup-
plies the required waveforms {also indicated by LED's) to both
on-chip and off-chip control logic so the only external supply
required is a 5 'V dc input.

This rack has.demonstrated the building of short spirals, by-

- passing faulty chips and backtracking out of blind alleys, thus

proving the logic design for both on-chip and external-control
electronics.

V. FAULT AND FAILURE TOLERANCE

Fault tolerance occurs at many levels iu computer systems
but we will consider only those aspects duectly relevaut to
WSI arrays. Minute imperfections will always be present in
integrated-circuit chips; these only become critical if they
prevent the correct operation of the device or coustitute a major
reliability hazard. Discretionary wiring and fusible link tech-

- niques.can, as we have seen, create an apparently perfect array
on a flawed wafer; however, auy additional major defects oc-
curring in these hardwired arrays will be catastrophic.

The very nature of this “soft-wiring” of interconnections
between chips on our appproach endows the device not only
with the attribute of fault tolerance but also of failure tolerance.
If a particular chip develops a fault the spiral retracts back to a
single chip and regrows, bypassing the new faulty chip to create
a fresh sprial. This self-repairing feature, called graceful degrada-
tion, is not possible with auy of the other approaches to wafer-
scale integration so far cousidered.

" V1. POTENTIAL PROBLEM AREAS

We have considered several aspects of the implementation of
such WSI arrays in which we feel problems new to the tech-
nology may arise. Some of the more potentially serious problem
areas are now briefly discussed.

1) The Short Circuit or Leaky Chip: The grid supplying
power to all chips on the wafer must be protected from short
circuit or excessively leaky chips. The best way of achieving
this would be to isolate such chips from the supply, for ex-
ample, by the use of fusible links. For our initial investigatious

we have chosen merely to limit the current which may be
drawn by any chip in the array using a diffused series resistor
between the power/clock lines on each chip and the full-wafer
supply grid. This presupposes that no such resistor will have
a serious defect within a few mils of the grid coutact but we
do uot consider this to be a major limitation. ]

2) Double-Level Metallization: While double-level metalliza-
tiou is practicable on pilot lines it has generally been regarded
as au unsuitable technique for quantity production. We accept
that cousiderable space could be saved in the device layout if
double-level aluminum were available, but no insuperable
topological problems arise from a restriction to one level of
metal. If more than oue supply grid is required most circuit
technologies will tolerate a small additional resistance arising
from diffused crossuuders in at Jeast oue of the grids.

3) Spiral Branching: 1If a chip has a particular type of fault
in its oPEN address logic it may attempt to access two adjacent
downstream chips rather than only oue. This, if successful, will
lead to a branching of the spiral and two parallel spirals will
attempt to grow downstream of the faulty chip. This, at best,
will lead to rapid wastage of storage capacity ou the wafer. A
similar fault on the Look address logic will cause the chip to
atlempt to receive data from two directions simultaneously,
resulting in corruption or total loss of data. The nature of the
design, however, is such that at least two adjacent chips must
have very similar faults for this defect to occur as the spurious
LOOK or OPEN direction ou the faulty chip will only see a
dormaut oPEN or LOOK port on the adjaceut {good) chip.

This built-in safeguard agaiust the transmission of data across
such rogue interfaces is believed to be adequate as the prob-
ability of two adjacent chips coutaining similar control logic
faults must be small.

4) Thermal Dissipation: This could become a problem with
very high speed memeries. In addition to the working memory,
all chips oun the array are dissipating standby power while the
faulty chips may well be dissipating several times the normal
power level. Power wastage occurs both with fusible links and
with current limiting resistors, although it could perhaps be
avoided by feeding the power supply around the wafer with
the developing spiral se that only chips involved in the actuat
spiral are powered up.

A full wafer should be able to dissipate several watts without
trouble using natural or forced air convection. To dissipate
substantially higher powers it becomes necessary to hold the,
back of the wafer in intimate coutact with a good heat sink.
At still higher power levels (hundreds of watts) phase-chauge
cooling could be implemented although we would then be
reaching the level at which the feeding of pawer into the wafer
becomes the problem rather than the dissipation of the heat
produced.. With MOS technology, however, it is possible to
limit the total wafer power dissipation to the order of a few
watts. '

5) Noise and Pattern Sensitivity: The close proximity of
several million shift register stages switching iu synchronism
on a full wafer must be expected to create a substantial noise
problem. The structure has a built-in tolerauce in that during
the setting up of the spiral any noise-induced corruption of
data will be iuterpreted as a faulty chip. This will cause the
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spiral to bypass good chips, if necessary, in order to reduce the
noise problem to an acceptable level by creating a more open
array. However, as the possibility of pattern sensitivity cannot
readily be checked by the use of pseudorandom data sequences
and voltage and time margining of the clock waveforms supplied
" to the wafer, some thought has been given to the design of
special test structures to assess its importance.

VT1. CONCLUSIONS AND RECOMMENDATIONS

To suit our in-house p-channel MOS process tine at Middlesex
Polytechnic we have selected 4-phase dynamic MOS technology
(with overlapping clocks). The device has initially been
designed as a conventional chip so that it may be more readily
evaluated. Masks have been generated for this design and some
completed wafers are now being evaluated. Once the,circuit
design has been proved the layout will be stripped of bonding
pads, gate protection networks, and test structures, and will
be restepped as 8 true WSI array.

It must be emphasized that this approach does not depend
on any particular technology; it should not, for example, be
considered to be in competition with CCD technology. .In
fact it is suggested that a serial shift register of greater than 1
Mbit complexity could be manufactured on a single wafer using
standard CCD processing facilities already available in the in-
dustry. .

In contemplating WSI arrays the industry must be prepared
to rethink the tradeoffs in chip size, dice yield, testing com-
plexity, and assembly areas. Whereas it has become econ-
omically justifiable to go for the ultimate in chip size to the
point where dice yields are vanishingly small because chip cost
is a negligible fraction of final device cost, WSI arrays demand
smaller chips (to increase dice yield to workable levels of ~
70 percent). The question is now “How much useful store can
I get on a 3 in wafer?” and the tradeoff is between the areas to
be allocated to ou-chip control logic and chip storage. Reduced
chip size gives increased dice yield and greater utilization of
the array, but at the expeuse of au increase in on-chip contral-
logic averhead. ,

As described in this paper the structure is suitable ouly for
serial memories. Compared with existing techniques for long
serial semiconductor memory fabrication, we believe our
approach to offer many advantages. However the addition
of a fast data line, as described in [4], creates a medium speed
memory which compares favorably with core in terms of
performance while offering a considerable cost advantage.

We believe that the structure described is the first in a family
of fault tolerant,.fixed interconnection WSI devices. Work
will proceed at Middlesex Polytechnic on further development
of ‘algorithms and structures for such amrays but we believe
that the device is already useful to the industry in the form
described
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Wafer scale integration -
some approaches to the
interconnection problem

by R. C. Aubusson and R. J. Gledhill §

This paper describas computer simulations of various algorithms applied to the
problem of interconnecting individual good chips on an imperfect wafer. A fault-
tolerant, fixed interconnection scheme is employed and algorithms are described for
structures ranging from a simple rectangular block of chips through a hexagonal array
to a pattern having eight nearest neighbours. Simulations of finite but unbounded
arrays are also considered.

A

1. Introduction The high cost of assembly and testing of the individual’

Integrated circuit technologies normally construct an
array of similar devices on a wafer of silicon. The geo-
metry of the array of chips is constrained by the require-
ment of scribability to be a rectangular grid. The yield

0 —

logy g vield
|
T

-1

-2

chips has caused manufacturers to increase chip com-
plexities to the point where device yields are vanishingly
small in their attempt to reduce the cost per gate to the
lowest possible figure. The currcnt practicable limit on

0 50

100 150 200

Device (mil?)

Fig. | Yicld vs device area parameirised by defect densily (inches-?).

of such devices depends on the chosen technology and
on the size of the individual devices typically as illustrated
in Fig. 1. Additional losses are imposed during scribing
and assembly operations.

1 Middlesex Polytechnic, Queensway, Enfield, UK.

chip size for bipolar technologies is probably about 6mm
square.

Wafer-Scale Integration (WSI1) is an alternative tech-

nology which may be applied to certain types of inte-
grated circuit — for example the interconnection of shift
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Wafer scale integration - some approaches to the:interconnection problem continued from page 5

. P

register chips to create very large memories. In W51 the

individunal chips are interconnected on the wafer into a |

large array, thus eliminating the scribing and chip as-
sembly operations and thereby drastically reducing

assembly costs and improving reiiability. The techniques |

for WSI have been compared in refs. | and 2 and are
summarised in Fig. 2.

Wafer Scale Integration (WSI)
|

. l - - |
Programmed Fixed

Interconnection Interconnection
ol | 050 |-
Discretionary Fusible 1009 Fault
Wiring Links . Yield Tolerant

Fig. 2 Techniques for WS§I.”

Atternpts to eliminate the scribe, dice and encapsula-
fion processing steps have in the past concentrated on
either avoiding faulty devices by discretionary wiring?
(requiring a customised metal interconnection for each
waler) or the use of fusible links* to isolate Fanlty devices.

The fault tolerant, fixed interconnection procedures for
full slice integration described in references -2 % retain
the advantage of fixed metal interconnection by including
control logic on each device to enable selection of a signal
path avoiding fanlty devices.

Since such a path may be constituted at any time by
external contral logic this approach embodies both fanit
tolerance and graceful degradation — as faults manifest
themselves the faulty devices may be avoided by recon-
stituting a new path using only functional devices,

The main featnres which characterise these alternative
approaches are the spatial configuration of devices which
may input signals to or receive output signals from a
given device, called its neighbours, and the sequence of

Algorithms M2 and M2T8

selected input and output conpections as an assembly of
devices is configured, called the algorithm.

2. Algorithms studied
The schemes discussed in this paper are illustrated in
Fig. 3.

Algorithms discussed here were all designed to assemble
devices into a spiral avoiding faulty devices as illustrated
in Fig. 4; the sequence of neighbours to be tested is as
indicated in Fig. 3, the central device being accessed from
the devicelabelled zero.

Although the performance of an algorithm may be im-
proved by permitting non-adjacent chips to be accessed
(e.g. Knight’s move in chess) to extricate the spiral from
blind alleys, it is desirable to reduce interconnection
crossover problems by requiring a device’s neighbonrs to
be physically adjacent to that device. .

In assessing the relative performance of different algo-
rithms one may either set an arbitrary target length for
the spiral to achieve or, alternatively, require the algo-
rithm to produce the longest possible spiral length on
the array. It is probable that practical applications of
such memory devices will require a fixed length for the
spiral and, with this point in view, our earlier results®
related to a fixed (arbitrary) spiral length of 128 chips.
The resuits quoted in this paper, however, relate to arrays
where the spirals have been permitted to extend to their
maximum possible length.

A schematic of the algorithm requirement is given in
Fig. 5.

Criteria of practical importance in assessing algorithm
performance include the arca of device required to im-
plement the on-chip control logic, the variation of spiral
length as a function of device yicld, the yield required to
achieve particular target lengths reliably and the time

Algorithm HX

" Algorishin Q2

Fig. 3 The sequence in which neighbours of the central device are tested. Data are received from the device marked O.
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Alygorithing 112 amd =27a

Alqor‘illun (134

& O

Algoratlnm 0'.’_

Fig. 4 The growth of a spiral avoiding faulty devices {(shown solidh)."

required to carry out the test and spiral generation.

3. Results

The first criterion — the silicon area required to implement
the on-chip control logic - is obviously highly dependent
on the technology chosen for device fabrication. As an
example, a non-optimised layout of the on-chip control
logic required to implement algorithms C! and TI in
p-channel four-phase dynamic MOS technology occupied

an area roughly equivalent to 256 shift register stages —
less than the area occupied by the bonding pads used on
these test devices. (Bonding pads and scribe channels are
not required on each chip in WSI technology.)

The remaining criteria were evaluated by compater
simulation of 20 x 20 arrays of devices for algorithms ClI,
T1, M2 and M2TS8, for a nearly circular array of 392
devices for algorithm HX and 421 devices for the Q2

array.

Select
slarting
device

NO

|

STOP

Select
next

neighbour

YES

Retract
Does spiral
device allowing
have any retried
more device
neigh- one more
bours neighbour
only

Fig. 5 Schematic ol the algorithm requirement.
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Woafer scale integration - some approaches to the-interconnection problem continued from page 7

..
TR B
O
e
o
S
o
ijJJ 31 ‘;
D 12-7
127 ’

Fig. 6 Simulation of 1he CI algorithm.

For each algorithm, six thousand simulations of slices
with pseudorandomly distributed faulty devices were
carried out at yields ranging from 40 per cent to 100 per
cent. Graphical output was used to verify that each
algorithm was being simulated correctly; this is repro-
duced in Figs. 6'and 7 for the Cl and HX algorithms.

A fairly severe restriction on the maximum attainable
spiral length is imposed wheu the growing spiral eu-
counters an array edge, many functional devices being
rejected as the spiral retracts to try new neighbours. To
avoid this constraint the toroidal algorithms T1 and
M2T8 were proposed and simulated; here the signal paths
for corresponding devices ou the north, south, east and

Mean maximum spiral length
|

&P
g
0
XA
I
é ]
X:
e N
KRRl
AEIEN
K R X

Fig. 7 Simulation of the HX algorithm.

west edges of the array were interconnected to provide
an effectively unbounded but finite array of devices. -
The maximum spiral length attained was recorded for
each simulation aund these data are summarised in Figs.
8 to 10. The time taken to assemble a spiral of given
target length is given in Fig. 11 where the time is in
multiples of the time required to test a single device.

4. Conclusions

These results demonstrate that long spirals of good chips
can be assembled at practicable dice yield levels. A com-
parison of the HX and TI array results suggests that the
elimination of the array bouundary - achieved with the

Percentage yeeld

Fig. 8 Mean maximum spiral length vs % yield.
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Percentane of Good Devices Used

Percentage vield for 95% of spirals 10 reach 1arget length,

80—
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anp—

| | i | | ] | I

90 t=—

70~

T1

HX

Mz
a2

M278
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Fig. 9 Percentage usage vs yield.

| | | ]

50

100 150 200 50

Target spiral lenqch,

Fig. 10 Effect of variation of target length,
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Mt tiutibet 0f Hevite teet inies 10 asseintile garals with 50, 100, 200 1fevices {tlnsancs)

8

8

~
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M2TR
HX

Q2

M2

M2T8 HX
T ¢y

10 20

Fig. 11

¢ 40 50 6o 7O B0 00

Percentage yield

Speed of spiral formation.

200

toroidal configuration — is equivalent to an increase of
. two nearest neighbours, suggesting that on-chip contro!
logic complexity may be reduced at the expense of in-
creased metallisation. However, even the basic four-way
. algorithm (C1) is considered adequate in performance for
chip sizes up to ~ 140 mils square with dice yields
currently available in the industry.
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INTER-BOARD CONNECTIONS FOR-CHIP-Z.

Card Wumber

Pin
No. 1 2 ] 4

2 3,4/2 To chip A | 1,4/2 1,3/2

3 2/5 4/3 From chip 4&|2/3

4 2,3,4/4 1,3,4/4 1,2,4/4 1,2,3/4

5 4/5 1/3 1/5

6 4/6 3/6 2/6 1/6

7 2/7 " 1/7 4/7 3/1

8 2/8 1/8 4/8 3/8

9 2/9 1/9 4/9 3/9

10 2/10 '1/10 4/10 3/10
11. M.C. ﬁl, i/11 3/11
13 4/13 3/39 1/13
14 3/14 4/14 1/14 2/14
15 3/15 4/15 1/15 2/15
17 4/17 3/17 2/17 1/17
18 5/18 4/18 1/18 2/18
19 3/19 4/19 1/19 2/19
20 2,4/20 1,4/20 1,2/20
21 4/21 3/21 2/21 1/21
23 4/23 3/23 2/23 11/23
24 2/24 1/24

25 2,3/25 1,3/25 1,2/25

26 4/26 3/26 2/26 1/26
28 2,%,4/28 1,3,4/28 1,2,4/28 1,2,3/28
29 2,4/29 1,4/29 1,2/29
30 4/30,% (L) 2/30
31 3/31 4/31 1/31 2/31
32 2/32 1/32 4/32 3/32
33 2/33 1/33 4/33 3/33
34 - 4/34 2/34
35 2/35 1/35 '

36 4/36 3/3%6 2/3%6 1/36
38 3/38 2/38

39 2/39 1/39 2/13

40 2/40 1/40

41 2/41 1/41

42 4/42 2/42

HeRTRT S T ek T e
M e aze . LW L e L
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Pins not detailed in the preceding . table are used for
H.T. and Zarth rails (exbep% for vin 37 which is recessed
to accommcdate the polarisation key and is therefore not
available for external connection).

The déqice types nct identified on the drawings I1.1-I.4

are as follows:-

Type SNT7400, .
Board 1. ?,G,H,M,N,R.
Board 2. B,C,J,L,R,T.
Board 4. A MUN,P.
Type SNT7404.
Board 2. M,S.
Board 4. . E,G. ‘ e
Tyoe SN7408.
Board 2. G.
Type SN7414,
Board 2. D,E.
Board 3. T.
Type SN7420.
Board 2. F.
Board 3. G.
_ ?zpe SN7430. ‘ }
Board 3. K,N.
Board 4. H.
Tyvoe SN7486,
Board 3. L,R.

-I.6~



APPENDIX TI

Computer Program to simulate spiral generation in square

arrays.

001 DI? Ns§ov KK(26) INvfs(lza) 1a(20, 20) JF(lOl) JP(101),
Jx(128

002 DIMENSION JY(2128),I11(4),Jd(4)

0073 DaTA 11,4J/0,1,0,-1,1,0,-1,0/

004 DATA JP, JF/75*1 127*0/

005 CALL PLOTS(2)

006 R=2.182818

007 YIELD=T5.

010 NCHIPS=4

011 LX=-501

012 LX=0

013 LY=1503%

014 - GOT02

015 1 CALL SYMBOL{1X,0,.1,KK, 90.,78)

016 2 READ(2,3)KK

017 3 FORMAT(26A3)

020 LX=LX+25 -

021 IF(KK--3HS$ )1,4,1

gz22 4 LX=LX-501
023 300 CONTINUE

024 - RR=R

025 D0 301 1=1,101
026 JF(I)=0

027 301 CONTINUE

030 LY=LY+501

031 IF(LY-2004)53,51,51
032 51 LY=0

033 LX=LX+501

034 53 CONTIKUE

035 NP=0

036 RR=R

037 DO 102 1=1,20
040 DO 100 J=1,20
041 R=AMOD(R*37.,1.).
042 XR=R

0473 AR=R*100

044 IR=XR

045 IR=IR+1

046 IA(1,d)=JdP(1IR)
047 NFP=NF+I4(1,dJ)
050 JF(IR)=JF(IR)+1

051 100 CONTINUE
052 102 CONTINUE

053 WRITE(3,103)

054 103 rORMAT(///)

055 DO 201 I=1,20

056 DO 201 J=l,20

057 IX=I*19+1LX+1

060 IY=J*19+LY+1

061 IP(1A(I1,J))199,200,199
062 199 CONTINUE

063 CALL DRAW(IX,IY,3) .
064 CALL DRAW(IX+17,1Y,2)
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065
066
067
070
071
072
073
074
075
076
077
100
101
102
103
104
105
106
107
110
111
112
113
114
115
116
117
120
121
122
123
124
125
126
127
130
131
132
133
134
135
136
137
140

141 -

142
143
144
145
146
147
150
151
152
153
154
155
156

CALL DRAW(IX+17,1Y+17,2)
CALL DRAW(IX,IY+17,2)

. CALL DRAW(IX,IY,2)

200

201

220

GOT0201

CONTINUE

CALL DRAW(IX,IY,3).
CALL DRAW(IX+17,I1Y+17,2)
CALL DRAV(IX,IY+17,3) -
CALL DR&W(IX+17,1Y,2)
CONTINU=

KY=LY+460

KY45=KY-45

L341=0LX+341

LX4u=1X+40

KY35=KY+35 .

CALL DRAW.(ILX+1,KY,3)
CALL DRAW(ILX40,KY,2)
CALL DRAW(LX40,KY35,2)
CALL DRAW(L341,KY35,2)
CALL DRAW(L341,KY45,2)
CALL DRAV(LX40,KY45,2)
CALL DRAW(LX40,KY,2)
DO 220 I=1,100
IX=LX+39+3*I
IY=LY+500-10*JF(1)
CALL DRAW(IX,IY,2)
CONTINUE

CALL DRAW(LX+341,KY,2)
CALL DRAW(LX+380,KY,2)
WRITE(3,103)

NN=0

N=1

I=11

J=11

Jx(1)=1

JY(1)=d
DO 399 K=2,128

T JX(K)=0

399

400

405
410
415
510

416
419

420
425

JY(K)=0

CONTINUE

IANGLE=0

NEWS=1

MAX=0

CONTINUE
IF(I)510,510,405
IF(I1-20)410,410,510
IFr(J)510,510,415
IF(J-20)416,416,510
CONTINUE

GOT0465

CONTINUE

NN=NN+1
IF(NN-400)419,506,506
CONTINUE
IF(IA(I,J)-1)465,425,465
CONTINUE
INEWS(N)=NEWS
IA(1I,J)=-1

- II-2 -
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157 IP(N-127)440,440,430
160 430 CONTINUE .
161 WAITE(3,435)

162 435 FORMAT(22H STOP. SPIRAL COMPLETE )
163 GOT0515 ' ’

164 440 CONTINUE

165 IP(MAX-N)431,431,432

166 431 MAX=N

167 432 CONTINUE

170 CONTINUE

171 IANGLE=0

172 450 CONTINUE

173 IANGLE=IANGLE+1

174 455 CONTINUE :

175 NEWS=NEWS%1

176 N=N+1 ,

177 IP(NZWS-5)461,460,460

200 460 NEWS=1
201 461 CONTINUE

202 I=I+II(NEWS)

203 J=J+JT(NEWS)

204 JX(N)=1I -

205 JY(N)=J

206 GOT0400 : .~
207 465 CONTINUE N
210 N=N-1

211 IF(N)485,485,466

212 485 CONTINUE

213 IF(NN-1)491,491,515

214 491 CONTINUE

215 NN=0

216 N=1

217 I=J%(1)

220 J=JY(1)

221 IF(J-20)495,492,492

222 492 J=0

2273 IF(I-20)494,493,493

224 493 1=0
225 494 CONTINUE

226 J=J+1
227 495 J=Jd+1

230 JX(1)=1

231 JY(1)=J

232 GOT0400

233 466 CONTINUE

234 I=J%(W)

235 J=JY(N)

236 NEWS=NEWS-2

237 IF(NEYS)468,468,469

240 468 CONTINUE ‘

241 NEWS=NEWS+4

242 469 CONTINUE

2473 IF(IANGLE-3)450,470,470
244 470 CONTINUE

245 IANGLE=2

246 NZWS=INEWS(N)

247 IF(MAX-N)800,801,801
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250
251
252
25%
254
255
256
257
260
261
262
263
264
265
266
267
270
271
272
273
274
275
276
277
300
301
302
303
304
305
306
307
310
311
312
313
314
315
316
317

800
801

506
507
515

802

797

799
796

106

105

MAX=N , - °

CONTINUE -

GOT0465 S

CONTINUZE -

WRITZ(3,507)

FORMAT(SOH STOP. EXCESSIVE TIME TAKEN IN T=STING
CONTINUE

N=N-1

"WRITE(3, 802)RR N, NN, MAX

FORMAT(IX Fl4. 3(1x I13))

X=N .

CALL NUMBER(440+1X,10+1Y,.1,X,0.,~1)

X=MAX

CALL NUMBER(440+I1X,40+LY,.1,X,0.,-1)
X=NN

CALL "WUMBER (440+LX,70+1Y,.1, X,O.,—l)
CALL NUMBER(460+LX, 120+1Y,.1,RR,90,,2)
EN=NF
EN 0.25*EN

LL NUMBER(440+LX,440+LY,.1,EN,0.,~1)
IPEN 3
IF(N)796,796,797

CONTINUE .

D0 799 K=1,N

I=JX(K) _ SN
J=JY (K} w
"IX=I*19+LX+10

IY=J%¥19+1Y+10

CALL DRAW(IX,IY,IPEN)

IPEN=2

CONTINUE

CONTINUE

NCHIPS=NCHIPS-1
IF(NCHIPS)106,106, 300
CONTINUE

CALL PLOT(0.,0.,999)
WRITE(3,105)R
FORMAT(1X,F20.12)
STOP

END
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APPENDIX 111

Computer program to simulate spiral generation in hexagonal

arrays.

001 DIMENSION IA(29,29)

002 DIMENSION ID(6),JD(6),NEXT(6),IX(128),JY(128),
KL(128) .

003 DIMENSION LAST(6)

004 DIMENSION XXC(8),YYC(3)

005 DIMENSION ITIT(3)

006 COMMON XC,YC

007 DATA InA/}HA /

010 DATA ITIT/3H( 2/ ,3H )/

011 DATA-xyc/lo.,4o.,7o 100.,130.,160.,190.,220./

012 DATA YYC/0.,25.,50. /

013 DATA ID,JD/1,1,0,-1,-1,0,0,1,1,0,-1,-1/

014 DATA NEXT 3, 4 5 6,1,2/

015 DATA LAST/4,5,6,1,2,3/

016 R=.31312 ,

017 YIELD=0Q,70

020 XC=0, )

021 YC=0,

022 H=0.1

023 H=0.5

024 CALL FLOTS(2)

025 NC=29

026 DO 101 NX=1,4

027 =XXC(NX)

030 DO 101 NY= 1,3

031 RR=R

032 YC=YYC(NY)

033 CALL NEWPEN(1)

034 NG=0

035 NT=0

036 DO 4 J=1,NC

037 DO 4 I=1,RC

040 R=AMOD(R*3%7.,1 )

041 IP(R-YIZLD)2,2,

042 2 1A(1,d)=1

043 NG=NG+1

044 NP=NT+1 -

045 IF(ITEST(I,J))4,4,200

046 200 CONTINUE

047 CALL HEX(1.,I,Jd,H)

050 GOT04

051 3 1A(I,J)=0

052 NT=NT+1

053 IP(ITEST(1,d))4,4,300

054 300 CONTINUE

055 CALL s$7aRr(1.,1,J,H)

056 4 CONTINUE

057 YIELD=NG

060 DUMMY=NT

061 YIELD=YIELD/DUMMY

062 CALL NEWPEN(2)
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063 I=12

064 I=NC/2
065 J=I .
066 + IPEN=3
067 LAUNCH=6
070 11=1

071 JJ=J

072 I1C=0

073 " N=0

074 NN=0

075 MAX=0-
076 10 CONTINUE
077 NN=NN+1

100 IF(5N-999)43,41,41
101 41 WRIT=(3,42) -
102 42 FORMAT(8H TIME UP)

103 GOTO30

104 43 CONTINUE

105 - IP(ITEST(I,J, ))100 100, 40
106 .40 CONTINUE

107 IF(IA(I,J))100,100,20

110 20 CONTINUE .
CHIP I,J PASSED-TEST

111 IA(I,J)=-1
112 II=1
113 Jd=dJ
114 IC=0
115 N=N+1
115 IX(N)=
117 JY(N)=Jd
120 KL(N)=LAUNCH
121 CALL CART(I,J,¥,Y,H)
122 CALL DRAW(X,Y,IFEN)
123 IPEN=2
124 IF(N-128)50, 30,30

CHAIN COMPLETE
125 30 CONTINUE

126 IP(MAX-N)31,99,99
127 31 MAX=N

130 GOTO099

131 STOP

CHAIN INCOMPLETE
132 100 CONTINUE

133 LAUNCH=LAST( LAUNCH)
C CALL STAR(.5,I,J,H)
134 CALL CART(II,JJ,X,Y,H)
135 CALL DRAW(X,Y,3)
136 50 IC=IC+l
137 IFP(IC-6)60,70,70
140 60 LAUNCH=NEXT(LAUNCH)
141 I=II+ID{LAUNCEK)
142 J=JJ+JD(LAUNCH)
143 CALL CART(I,J,XN,YN,H)
144 XN=0.3*(XN- x)+x
145 YN=0.3*(YN-Y)+Y
146 CALL DRAW(XN,YN,3)
147 CALL DRAW(X,Y,2)
150 GOTO010
CUL DE SAC
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151
152
153
154
155
156
157

160 .

161
162
163
164
165
166
167
170
171
172
173
174
175
176

177
200
201
202
203
204
205
206
207
210
211
212
213
214
215
216
217
220
221
222

224
225
226
227
230

223

70

71
72

80
81

90

CHIP

103

101
102

CONTINUE
IF(MaX-N)71,72, 72

MAX=N

CONTINUE e

LAUNCH=KL(N)

N=N-1

IF(N)80,80,90

CONTINUE

WRIT=(3,81)

PORMAT(9H NO ROUTE)

GOT099

STOP =

CONTINUE

CALL CROSS(II JJ,H)

II=IX(N)

JI=JY(N)

CALL CART(II,JJ,X,Y,H)

CALL DRAW(X,Y,3)

1c=17

IC=6

LAUNCH=LAST(LAUNCH)

GOTO60

I,J FAILED TEST

CONTINUE °

Ya=YC+2.

XA=XC-11

X=N

CALL SYMBOL(XA,YA,0.5,ITIT,0.,9)

CALL NUMBER(X4+0.5,Y4,0.5,X,0,,~1)
X=MAX

CALL NUMBER(XA+2.5,Y4,0.5,X,0.,-1)
X=NN

CALL NUMBER(XA+4.5,YA,0.5,%X,0.,-1)
CALL NUMBER(XA,YA+O.7,0.5,YIELD,O.,4)
CALL NUHMBEZR(XA,YA+1.4,0.5,RR,0.,4)
CALL SYMBOL(XA,YA+2.1,0.5,I4A,0.,3)
WRIT=Z(3%,10%)RR,YIELD

FORMAT(?H START= ,F10.6,9H : YIELD=,F10.6,2H :)
WRITE(3,102)N, MAX N

WRITE(3,103)R

IF (NY.EQ.3) CALL PLOT (30.0,-60,.0,-3)
IF (NY.NE.3) CALL PLOT (0.0,30.0,-3)
CONTINUE

FORMAT(8H LENGTH(,I3,1H/,I3,4H)IN ,I3)
XA =XXC(NX+1)-11

CALL NUMBER(XA,0.,0.5,R,0.,4)

CALL PLOT(O.,O.,999)

STOP

END
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(START ) v .

N

SET UP
STARTING
VALUES

p . Prevent reaccess- of this chip.
TEST Add it .to the chain. Increment
NEXT chain length. Reset counter IC

. CHIP Store chip co-ordinates and
) . LAUNCH.

1Yes Bad

N
s

1CHAIN
; COMPLETE

* at failed chip.
Reposition pen at
previous chip.

Reset LAUNCH dir-

ection. _
<128
Take pen down
- No to new chip
“Tf position.
N/
: Increment
counter
Take next 1C
LAUNCH
direction.
Construct
co-ords for CHECK S DECREMENT
next chip COUNTER V2.6  |CHAIN
a\

<6

N0 ROUTZ VIA
THIS INPUT
CHIP

IC / LENGTH
+ at chip I,J.

Pick up co-ordinates of
previous good chip. Take

pen back there. BRecall
last LAUNCH direction.
Set IC=6.

STOP
(Failure)

- !
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